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ABSTRACT

In this paper, we present new computer models of low-density amorphous carbon, and study the
structural, electronic and vibrational properties all based upon plane-wave density functional methods.
The static structure factor and real space pair-correlation function is in agreement with available
experimental data. We observe chains of sp bonded carbon in the models, along with sp? and sp>
structures in varying concentrations. These models provide atomistic insight into the microstructure of
the system, delineating variation in bonding (sp2, sp> and sp) preferences as a function of density. For
these low densities, the vibrational density of states is computed for the first time, along with locali-
zation of modes and the specific heat with comparison to experiments. We contrast the amorphous three
dimensional networks with amorphous graphene, which bears a striking similarity in the radial distri-
bution functions, but shows a distinct signature in the vibrational density of states. The vibrational
modes are analyzed and discussed, and animations of particularly interesting modes are provided as
Supplementary Material. The modes are generally well extended, but are more complex than simple
molecular pictures that are sometimes invoked, in some cases even revealing mixing among modes of

different type.

© 2017 Elsevier Ltd. All rights reserved.

1. Introduction

Amorphous carbon has been an important research topic both
for its many technological applications, and its scientific interest
due to its remarkable ability to form an array of microstructures.
Carbon forms bonds of sp, sp? and sp3 type [1], and these tend to be
surprisingly energy-degenerate. An interesting question we will
explore is the concentration of these three types of bonds as a
function of density. Experimentally, non-hydrogenated amorphous
carbons are challenging [2], which further justifies a new theoret-
ical study. The variation in low density carbon samples arise in part
from the method of preparation of the sample and the heat-
treatment [3]. Furthermore, glassy carbon may be extracted from
various polymers, which may leave a residue of bonded H. The
presence of hydrogen significantly impacts the inelastic neutron
scattering spectrum [4].

Some earlier research on amorphous carbon was been focused
on tetrahedral (ta-c) or diamond-like carbon [5,6], along with
amorphous graphene [7] and it's applications. ta-C was explored
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mostly in the hope of devising a dopable substitute for diamond for
electronic applications. To date, there have been few modeling
studies of low-density (1.0 — 1.5 g/cm3) amorphous carbon phases
[8—10]. Such calculations are based on MD simulations, albeit with
tight-binding [ 11], and Reverse Monte Carlo (RMC), respectively. An
alternative scheme for modeling amorphous carbon, more reliable
than RMC, is to use experimental information and a force field,
along the lines of Opletal and coworkers [12] and in more recent
related approaches [13—16].

In this paper, we present new models for low density carbon.
We have used state of the art ab initio interactions for our calcu-
lations. This approach provides a benchmark, as we obtain the
atomistic models without any a priori assumptions of the system
and accurate interatomic forces. Further, this paper will be an
extension of the previous ab initio method based theoretical work
done for higher densities of amorphous carbon [17].

The paper is organized as follows, In section 2 we discuss the
computational methodology. In section 3, we report our models
and the methods of preparation. Section 4, mainly focuses on the
structural properties of the models and comparisons to experi-
ments. Section 5 is devoted to the vibrational properties of the
system, localization, identification of the vibrational states and the
low-temperature specific heat. Section 7 gives a brief description of
electronic properties of these low density carbons by evaluation the
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Table 1

Nomenclature and details of our models: density of the models(p), position of first (r; ) and second (r,) peak of RDF, Mean co-ordination number (n), percentage of sp3, sp? and

sp, cooling time/cooling rate and the Free Energy per atom of the relaxed models (Ey).

Model p(g/cm3) r1(A) ro(A) n % of sp3 % of sp? % of sp cooling time (ps)/rate (K/ps)? Eo(eV/atom)®
c64_4ps 1.50 143 2.45 2.90 6.25 78.12 15.63 4.0/1850.0 0.13
c120_15ps 1.50 145 2.49 2.90 4.17 81.67 14.16 15.0/493.3 0.15
c120_20ps 1.50 1.44 2.48 2.93 9.17 75.00 15.83 20.0/370.0 0.11
c72_16ps 0.92 141 2.48 2.67 0.00 66.67 33.33 16.0/462.5 0.35
c72_20ps 1.40 143 2.46 2.89 7.00 75.00 18.00 20.0/370.0 0.00
c72_20ps’ 1.60 143 247 2.86 417 77.78 18.05 20.0/370.0 0.02

@ Refers to cooling time or cooling rate from 8000 K to 600 K.
b After substraction from lowest value of Eg.

electronic density of states and the electronic localization. In sec-
tion 6, we summarize our findings and discuss the effectiveness of
our approach by comparing it to the other known results. In section
8, we also describe animations of representative vibrational modes
of interest.

2. Computational methodology

We have prepared models of glassy carbon [18] with densities
ranging from (0.923 g/cm3—1.6 g/cm?). The models were prepared
by using the ab initio Package “Vienna Ab initio Simulation Package ”
(VASP), a molecular dynamics package with a plane-wave basis and
using the local-density approximation. The electron-ion in-
teractions for the plane wave basis or VASP models were described
by the Projector Augmented-Wave (PAW) [19,20] method with
Ceperley-Alder exchange correlation functional. A liquid phase at
each density was equilibrated and then “cooled” as described
below yielding an arrested solid phase, which was then fully
relaxed using the conjugate gradient (CG) method. All simul_a)tions
were performed at constant volume, employing only the I'( k = 0)
point to compute the forces and total energies.

3. Models

We have prepared models with system size ranging from 64
atoms to 120 atoms.! We have chosen densities varying between
(0.923 g/cm3 - 16 g/cm3 ). We began with random coordinates,
these were “heated” to 8000 K, equilibrated at 8000 K and then
cooled to 300 K in multiple steps (see Table 1). Finally, a well-
equilibrated model at 300 K was relaxed using the conjugate
gradient (CG) scheme.

The resulting six models provide us with a reasonable selection
of low density regime in amorphous carbon. These models will
hereafter be identified as (c64_4ps, ¢120_15ps, c120_20ps,
€72_16ps, ¢72_20ps and c72_20ps'). These assigned nomenclatures
indicate: the number of atoms in the cell, and the cooling time used
for each model. We summarize our models in Table 1.

4. Structural properties

A visual representation of these models has been provided in
Figs. 1 and 2. We have used periodic boundary conditions to
replicate the (c120_15ps) model and show 720 atoms in Fig. 1.
Meanwhile, in Fig. 2, the various bonding environments have been
assigned different colors. These reveal that sp* bonding mainly
inter-connects the sp? bonding networks and that sp? bonding

! We also prepared a larger model (with 216 atoms) using SIESTA [21], with
(Harris Functional). The non-self consistent scheme resulted in slightly larger frac-
tion of sp* and a minor shift in RDF was observed, with almost no change in other
properties.

dominates for lower density. Interestingly, a significant fraction of
sp bonded atoms are also formed in low density carbon, providing a
chain-like topology, familiar from a-Se [22]. In particular, our model
(c72_16ps) at a density of 0.923 g/cm?> has 33% sp bonded atoms. To
our surprise this model has the same final free energy per atom
(Ep), as the other model with much less sp content, which suggests
that at low concentration the sp bonding is to be expected [23] and
justifies the common assertion that the three hybridizations yield
similar local energetics. The sp bonded model is shown in Fig. 2.
These sp chains were first conjectured in the work of McCulloch
et al., we show that their conclusions were valid. We have also
compared our results (see Fig. 3) with the amorphous graphene
network [24]. To our surprise, despite the fact that our amorphous
carbon is three dimensional in nature (see Fig. 1), structurally it
resembles strictly the two dimensional amorphous graphene
(albeit puckered around pentagonal structures) [7].

The structure of low density carbon has been controversial as
different heat treatment protocols yields different structural fea-
tures [10]. Further, there has also been a debate about the bonding
present in these structures. Mildner and Carpenter [3] suggested
that the concentration of sp? bonding in these materials is less than
10 %. Our models are in agreement with this claim, as all of our
models have sp3 fraction below 10 %.

Structurally, glassy carbon can be described with the help of the
Static Structure Factor in reciprocal space or its real space coun-
terpart the Radial Distribution function (RDF). The RDF obtained for
the models are plotted in Fig. 3 and also for a model of amorphous
graphene. The position of the first and second peak from the RDF is
similar for the different models irrespective of the different carbon
bonding environments and the method used for making the
models. The peak positions and the coordination number are in
good agreement with previous calculations [8,10,26] and with

Fig. 1. Visualization of model (c120_15ps), 720 atoms are shown (replicated by using
periodic boundary condition).
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Fig. 2. Visualization of the different bonding: grey (sp?), blue (sp3) and red (sp). (Left Panel): c120_15ps , p = 1.50g/cm> and (Right Panel): c72_16ps , p = 0.923g/cm3. (A colour
version of this figure can be viewed online.) Periodic boundary conditions were used, only atoms in the reference cell are shown.

experiments [3].

Comparison of experiment and theory for the structure factor
and the radial distribution function (RDF) are given in Fig. 3. Firstly,
we compare the obtained structure factor with the experimental
data for amorphous carbon at a density (p=2.0g/cm3) [25].
Similarly, Fig. 3 shows another comparison of experimental data
obtained for the glassy carbon at a density (p = 1.55g/cm?) [10],
with the radial distribution function. Experimentally, the first three
peaks of the RDF for glassy carbon are at distances, 1.42 A, 2,46 A
and 3.75 A. There is pleasing agreement with these observations.
Additionally, there are peaks or shoulders occurring at distances,
2.84 A 4.27 A and so on [3,10,27]. As seen in Fig. 3, there is a narrow
shoulder at distance (~1.10 A) in the experimental RDF [10] and it is
also seen in the TBMD simulation [8|(especially for the low density
models). This narrow shoulder is not seen in our models. From
Table 1, it should be noted that different cooling temperatures for
the simulation results in slight difference in the fraction of (sp?, sp>
and sp) bonds with little or no effect on the RDF and peak positions.

4.1. Angle distribution functions

The coordination numbers (listed in Table 1), are dominated by
trigonal for low density carbons. This indicates that the carbon-
carbon angle distribution is likely to peak near 120°. Several
models and experiments indicate a slightly different value of the
bond angles for these carbon. Beeman et al. [26] calculated the
angle distribution for classic handmade models and found these
angles slightly less than expected ~ 117.7° for the three

o a-graphene (earlier work)
c64_4ps (1.50 glem’)
¢120_15ps (1.50 g/em’)
¢120_20ps (1.50 glem’)
¢72_16ps (0.923 glem’)
€72_20ps (1.40 glem’) 44
€72_20ps'(1.60 g/em’)

Radial Distribution Function: g(r)

0 2 )

Radial Distribution Function: g(r)

coordinated models.

The angle distribution functions for the models are plotted in
Fig. 4. The peaks are in harmony with the our assumptions except
for the model (c72_16ps). In this model the presence of a high
percentage of sp bonds results in a broader distribution of the
peaks. Further, a tiny (and probably physically meaningless) frac-
tion of bond angles are seen at ~ 50°.

4.2. Ring distribution

The ring distribution provides us with more information about
the connectivity of the networks. The ring statistics are shown in
Fig. 4 and were obtained by King's shortest path [28] scheme, using
the ISAACS [29] program. The ring statistics thus obtained have a
broad distribution of with the maximum of most models peaking at
5-membered-rings as opposed to 6-membered-rings for graphite
[17]. The results of ring statistics obtained here (albeit with inter
connecting sp-chains) are consistent with the previous results
[10,17]. The connectivity of the high sp model (c72_16ps) has a
slight different characteristics as, a few rings are observed with
high number of nodes.

5. Vibrational properties
5.1. Computing the dynamical matrix

The dynamical matrix was obtained by displacing each atom in
6-directions (+x, +y, +z) by a small displacement of 0.015 A. Then,

g

2 3
5 1.6 = ¢120_15ps (1.50 g/em’)
g e Expt.

=

2 1.2k

2

5

g

% 0.8

2

5]

@

= 1

% o

g — ¢120_15ps (1.50 g/cm‘)
i o Expt.

ZoaF

g

E

=

-

a

=

5 /‘

3

=0

r(A)

Fig. 3. (Left panel) Radial distribution function for the different models (solid lines) and comparison with the amorphous graphene [24], (Right panel) (top) Static structure factor
for the model (€120_15ps) (black, solid line) versus experimental structural factor data of amorphous carbon (p = 2.0g/cm3) [25] (blue, solid circles), (bottom) RDF for the model
(€120_15ps) (black, solid line) versus experimental RDF for density (p = 1.55g/cm3) [10]. (A colour version of this figure can be viewed online.)
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Fig. 4. (Left panel) Bond-angle distribution function for the models, (Right panel) Ring distribution for the models [28,29]. (A colour version of this figure can be viewed online.)
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Fig. 5. Vibrational Density of States (VDOS) at four different densities (black, solid line), The Inverse Participation Ratio (IPR) describes the localization of the modes (orange, drop
lines) (see Eq. (1)), larger IPR implies more compact modes. (A colour version of this figure can be viewed online.)

ab initio force calculations were performed to obtain the force
constant matrix. The details of the force constant matrix calculation
is provided elsewhere [30,31]. We have Gaussian broadened the
eigenvalues (using a width ¢ ~ 3.0 meV) to obtain the VDOS. The
first three w = 0 frequencies (arising from rigid cell translations)
have been ignored for both the VDOS and the vibrational IPR.

Although we obtained the VDOS for the six models only four
VDOS is plotted in Fig. 5. The other two VDOS for models (c64_4ps
and c120_20ps) at density 1.50g/cm3 are very similar to model
(c120_15ps) with density 1.50g/cm3. In spite of their differences,
the VDOS obtained have a similar character for example, models
below (~ 200 meV) are well extended modes. Further, despite the
fact that the densities of these four models vary from (1.6 g/cm? to
0.923 g/cm?3), we didn't obtain any low energy localized modes as
seen in calculations with voids for a-Si [32]. Additionally, we show a
comparison of the plot between the VDOS obtained for a-graphene
[7] and our model (c72_20ps, 1.40g/cm3) in Fig. 6. The plots have
bear considerable similarity, excepting the an intense peak near
80 meV. The band between about 110 meV and 200 meV is strik-
ingly similar for amorphous graphene and our 1.40 g/cm3 model.
The intense peak could perhaps be used as a diagnostic for the
presence of amorphous graphene.

5.2. Vibrational localization

We can evaluate the localization (the spatial extent of the

normal modes) by defining the inverse participation ratio (IPR),.7.
The IPR can be easily calculated from normalized displacement
vectors [31], IPR for the vibrations can be defined as,
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Fig. 6. Vibrational density of states of model (c72_20ps, 1.40g/cm3) compared with
amorphous graphene [7]. (A colour version of this figure can be viewed online.)
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The inverse participation ratio of a localized displacement is
.7 =1 and the extended or de-localized displacement is ~ 1/N. The
IPR is shown alongside the VDOS in Fig. 5. The localized modes are
mostly concentrated high frequency. The localized modes involve
the motion of very few atoms and these high frequencies modes are
most likely to be of stretching character.

(1)

5.3. sp — sp® — sp3 projected VDOS

In our previous calculations [31], we presented the details for
computing the species-projected VDOS. Here, we computed the
VDOS contributions due to the different bonding (sp — sp% — sp3)
for the 4 models with different densities. This projection gives
further insight to the different contribution to the vibration among
the bonding units. These projected VDOS are plotted in Fig. 7. As
expected, the sp? contribution to the VDOS is the most significant
[33], and makes contributions to all the major peaks in the VDOS.
The sp? and sp contributions largely perturb the peaks originating
primarily from the sp2-associated modes. At higher energy (~ 200
meV or more), the contributions are mostly from sp and sp? modes,
as one might expect from the strength of these carbon bonds.
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We have also compared with the experimental results of
Kamitakahara et al. [34] for the glassy carbon (see Fig. 7). We
observe qualitative agreement with the experimental results. Our
VDOS matches the experimental results at the lower energy regime
(~ 50 meV), while some discrepancies are is seen at higher fre-
quencies. We have previously shown [31] in our work on a-SiO,,
that an accurate potential and the system size greatly affects the
VDOS to obtain well defined resolution of the notable peaks.

5.4. sp —sp® — sp3 projected IPR

We also investigate the contribution to the localization due to
each type of bonding environments with our system. It is not sur-
prising to see that the most localized modes arise from sp and sp>
bonding. The results of the projected IPR is presented in Fig. 8.
Where, the model with the least sp3 bonding [present in an amount
of (<10 %)] has the most localized modes. Meanwhile, sp bonding
yields fairly extended modes for the lower regime (<200 meV),
while there are few significant localized modes on the optical
regime. This also suggests that a few percent of sp modes in these
low density carbons are expected.

5.5. Specific heat

The specific heat in the harmonic approximation is easily ob-
tained from the density of states, g(w). We note that for
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Fig. 8. (Left Panel:) Plot of (sp3,sp?, sp) projected IPR along with the Total IPR for the obtained models, (Right Panel:) Low temperature dependence of specific heat for the four
models versus the experimental results [35], (A colour version of this figure can be viewed online.)
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wavelengths larger than our supercell size, modes are suppressed
and are not included in the obtained VDOS. We compute the spe-
cific heat G,(T) from the relation [32,36],

Enax

C(T) = 3R b/l

E 2
() (BT —1)2°

Here, the VDOS (g(E)) is normalized to unity.

In Fig. 8, we see that Cy (T) for our four models is in reasonable
agreement with experiment. Glassy carbon has a higher value of
specific heat and lower density than graphite [35]. These facts are
manifested by our models. Inferring from Fig. 8, the model
(c72_16ps) (Fig. 8) which has the lowest densities (0.923 g/cm?3)
among the models has a higher value of specific heat compared to
the other models.

Similar to the (sp—sp? —sp3) projected VDOS, we have
computed the specific heat due to partial contribution of different
bonding environments. The results due to this decomposition leads
to an interesting result. We observe that the contribution due to the
partial-sp?2 VDOS in the low temperature specific heat matches
quite well with the experimental result [35]. It must be noted that
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Fig. 10. Vibrational Density of States (VDOS) (black, solid line) and Inverse Participa-
tion Ratio (IPR) (orange, drop lines) at density 1.50g/cm3, The letters depict modes for
which animations are given in the Supplementary material. (A colour version of this
figure can be viewed online.)

the sp bonding has a significant effect on the total specific heat
obtained for the models, while the contributions from the sp3
bonding remains minimal. We have also verified the “3R-limit”
(Dulong-Petit) limit at high temperature for our models (not shown
here). To the extent that the hybridization-projected specific heat
functions are well-defined and distinct, it may prove possible to use
the T-dependence of the specific heat to estimate the concentration
of sp, sp? and sp° sites in a sample. More work is needed to see if
this could be practical.

6. Electronic density of states

The concentration of sp, sp? and sp? states is determined by the
density [17]. The electronic density of states (EDOS) is strongly
impacted by these different electronic hybridizations. The EDOS
plot of one representative model in shown in Fig. 9. Our EDOS is in
agreement with earlier research [17,37]. In Fig. 9, we show that the
p-orbital contribution is more significant near the conduction edge.
The electronic localization (IPR) [38] shows that at these lower
densities these amorphous carbon are conductive (with a large
density of extended states near the Fermi level) as expected [17].
This pattern of EDOS is consistent through out our other models
without any significant differences, other than different weightings
arising from the various hybridizations present for different
densities.

7. Conclusions

We found that our ab initio based models reproduce most of the
properties of the low density amorphous carbon, while improving
upon some of the previous calculations and drawing comparisons
to amorphous graphene. At these low densities, amorphous carbon
consists of a mixed network involving sp?, sp> bonds as expected
and at the lowest densities a non-negligible contribution from sp
bonds.

We have predicted that the vibrational contribution of the sp?
bonding is the most significant and it governs the total vibrations in
these materials. Further, we also show that these sp? guided vi-
brations are extended and evenly distributed. We note that the
vibrational modes are more complex and non-local than simple
molecular models would suggest. While such models certainly
capture some of the basic character of the vibrations, the real
modes are delocalized and sometimes mix with other nearly
resonant modes. We believe that there is both scientific and ped-
agogic values in the animations that we provide from this work. We
also note similarities and differences between a-C and hypothetical
amorphous graphene materials.

8. Supplementary materials

Avisual description of several interesting modes, along with the
intermixing of different modes gives us a vivid picture of this vi-
brations on an atomic scale [39]. We used the same techniques as
our earlier work [31] to reproduce some of the interesting modes
(see Fig. 10). In particular, model (c120_15ps) strike us an inter-
esting model for this visual study. We relaxed our model using the
ab initio software SIESTA [21], with a double-{ basis and performed
a force calculation to obtain the animations [40]. These animations
highlights mixing of different vibrational motions (bending, rock-
ing, stretching), suggesting that the vibrational motions on atomic
scale is complex in nature for disordered solids.

e (a) 12 meV, this mode is particularly interesting as the whole
block of carbon atoms move thus preserving the bond lengths at
this low energy.
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e (b) 75 meV and (c) 103 meV, we see a mixing of different vi-
brations at these frequencies.

e (d) 161 meV, it represents another well extended region of
vibrational motion, where we see that stretching motion starts
dominates over (bending, rocking, etc.) motions.

e (e) 179 meV, (f) 199 meV and (g) 245 meV, in these modes we
look at few localized modes. These modes involve motion of
fewer atoms compared to an extended mode. Further, the
stretching motion dominates at these higher energies.

Supplementary video related to this article can be found at
http://dx.doi.org/10.1016/j.carbon.2017.01.031.
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