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Abstract

PRASAI, BINAY K., Ph.D., August 2013, Physics

Theory and Experiment of Chalcogenide Materials (156 pp.)

Directors of Dissertation: David A. Drabold and Gang Chen

In this dissertation, we present the experimental and theoretical investigation of

extensive properties of chalcogenide materials and their potential application in solid

electrolytes and phase change memory materials. Extended X-ray absorption fine

structure (EXAFS) spectroscopy was employed to study the structural properties and the

results were validated from the computer simulated models through ab-initio molecular

dynamic (AIMD) simulations. EXAFS analysis on Ge-Sb-Te (GST) alloys, synthesized

using electrodeposition and radio frequency sputtering methods confirmed the structural

similarities in Ge-Te and Sb-Te bond pairs suggesting the possibility of utilizing the

electrodeposition method to grow GST alloys in nanoporous materials and thus enabling

miniaturizing the phase change memory devices. The analyses of structural, electronic

and optical properties of computer generated amorphous and crystalline TiO2 confirmed

the structural similarities of amorphous TiO2 with the anatase phase of crystalline TiO2

and hence recommending the possibilities of replacing the crystalline TiO2 by less

processed thus cheaper form of amorphous TiO2. Moreover, the AIMD simulations of the

ionic conductivity of transitions metals like Ag and Cu in Ge-Se glasses confirmed the

superiority of Ag over Cu in terms of conductivity. Ag was found to be easily hopping

around while Cu was often trapped. In addition, an experimental and computational

investigation on Ag-doped Ge-Sb-Te alloys predicted an enhanced crystallization of

Ge-Sb-Te alloys. The enhanced crystallization was related to the reduction of fraction of

tetrahedral Ge relative to octahedral Ge as also reflected as the increased Ge-Te bond

lengths on adding Ag. Finally, further investigation of dopant-induced modification of

GST alloys with transition metals (Cu, Ag and Au) demonstrated the superiority of Ag
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over Cu and Au regarding crystalline speed while at ∼ 2% dopant level no significant

structural modification was observed.
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1 Introduction

1.1 Background

The scientific study of amorphous materials is becoming increasingly important since

these materials have vast applications in modern technology. In principle, almost all

material compounds can be prepared as amorphous solids depending on how fast they are

cooled from molten states. The loss of the long-range translational periodicity in the

amorphous materials makes the task of understanding the structural and physical

properties of these materials challenging. However, the absence of long-range order in

these materials does not mean entire randomness in the materials since there exists a high

degree of local order on a shorter length-scale (0-5Å ). Besides this short range order

(SRO) there may exists an intermediate range order (IRO) or medium range order (MRO)

at the length scale of (5-20Å) depending on material systems.

1.2 Chalcogenide materials

Also known as the oxygen family, chemical elements in group 16 of the modern

periodic table are called chalcogens. It consists of elements oxygen (O), sulfur (S),

selenium (Se), tellurium (Te) and a radioactive element polonium (Po). These elements

are two electrons short of a full outer shell with most common oxidation states of ±2, 4

and 6. Chalcogenide materials (materials containing one or more of the chalcogen

elements, mainly, S, Se, or Te) are extensively studied for their potential applications in

technological uses such as optical recording devices[1] and non volatile memory devices

[2, 3].

1.3 Investigation of properties of chalcogenide materials

Structural information can be obtained by a number of experimental techniques like

neutron diffraction and X-ray diffraction but, unlike crystals, they can provide this
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information only in a statistical way. In other words, these techniques can only provide

distributions of bond lengths, angles and an average coordination number. Considering the

uncertainty in the experimental determination and its associated fundamental limitations

(averaging over macroscopic numbers of atoms), computer simulation has become a very

helpful aid to the experiment, in order to understand the structure of the amorphous

materials more thoroughly. To get theoretically and experimentally credible models, two

modeling techniques are used; one based on the preexisting experimental evidence (biased

modeling) and the other not requiring a priori information (direct modeling). In this

research, the experimental technique used is X-ray absorption spectroscopy (XAS) and the

theoretical technique used is a direct modeling, in order to obtain the structural

information. As soon as the credible models are available, the properties of these materials

could readily be studied by using various techniques.

1.3.1 Structural Analysis

1.3.1.1 Extended X-ray Absorption fine structure (EXAFS) analysis

EXAFS spectroscopy has been widely used to probe local structures, particulary, in

amorphous materials. EXAFS spectroscopy is based on the absorption of x-ray photons of

sufficiently high energy that can eject a core electron from an absorbing atom. The

absorption edge corresponds to an x-ray photon that has enough energy to free an electron

in the atom[4]. The edge corresponding to innermost electron i.e. n=1 shell, is known as

K-edge. Similarly the higher shells correspond to L-edge, M-edge and so on. When an

x-ray photon with sufficiently large energy hν is absorbed by a core electron, the electron

will have a kinetic energy equal to the difference between the photon energy and the

binding energy as given.
p2

2m
= hν − Eb (1.1)
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This outgoing photoelectron which can also be represented as an outgoing wave is

scattered by the surrounding atoms and hence giving the final state as the superposition of

the outgoing and the scattered waves. The modification of the absorption spectrum of

photoelectron by the surrounding atoms at the center of the absorbing atom modifies the

X-ray absorption and leads to EXAFS. The peaks in the EXAFS correspond to the

backscattered wave being in phase with the outgoing wave whereas the valleys correspond

to these being out of phase. Since atoms have different scattering strength, the variation of

EXAFS depends on the type of atom doing the backscattering. Hence EXAFS contains

information of the atomic surroundings of the center atom, and with a more quantitative

description of EXAFS it is possible to obtain this information[4].

Analysis of the data starts with a reduction of measured raw absorption spectra into

EXAFS spectra. This data reduction involves the normalization and conversion into k

spectra from the raw absorption spectra using equations[4]:

k =

√
2me(E − Eo)

ℏ2 (1.2)

χ(k) =
µ − µo

µo
(1.3)

where, Eo is the threshold energy or the binding energy of the photoelectron, µ is the

observed absorption coefficient and µo is the absorption that would be observed in the

absence of EXAFS effects. It is based on the assumption that µ0 is represented by the

smooth part of µ and hence µ − µo gives the required oscillatory part[5]. Here the division

by µo is to normalize the EXAFS oscillations. EXAFS represents the average structure

around absorbing atoms. Since µo cannot be directly measured, it has to be approximated

by fitting µ with some polynomial splines or using a least square procedure. In this work

we used a package called ATHENA[6] for this purpose. ATHENA approximates the

background via linear approximation (to the pre-edge) and via spline function (to the

atomic background). The next step is to analyze the χ(k) data to obtain structural
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parameters such as bond length(R), coordination number (N) and mean squared relative

displacement (σ2) which are obtained by optimizing the parameters in an equation:

χ(k) =
∑

s

NA(k)S 2
0

kR2 e−
2R
λ(k) e−2k2σ2

sin(2kR + ϕ(k)) (1.4)

The parameters A(k), S 2
0, ϕ(k) and λ(k) that define scattering are determined using model

compounds of known structure. Here, ϕ(k) is the total phase shift experienced by the

photoelectron and includes the central and the backscattering atom phase shifts. Equation

3.14 is however based on the assumption that the X-ray excited photoelectron undergoes a

single scattering before returning to the absorbing atom. In fact, the photoelectron can

undergo multiple scattering (scattered by more than one atom). This multiple scattering is

more effective at low k while less effective at high k and is important while dealing with

XANES. Analysis of EXAFS data in this work is based on single scattering of the X-ray

excited photoelectron. The scattering paths and phase shift information are calculated by

using FEFF[7] using a computer generated model, and the structural parameters in the

expression of χ(k) are optimized by using ARTEMIS[6].

1.3.1.2 Correlation functions: computational approach

Pair correlation functions (PCF) The atomic structure of an amorphous material is

studied through a set of pair correlation functions. A pair correlation function is a position

distribution function based on the probability of finding atoms at some distance r⃗ from a

central atom. A general expression for the pair distribution function can be written as[8]:

g(⃗r) =
1
ρ2V

N(N − 1)⟨δ(⃗r − r⃗i j)⟩ (1.5)

Here, ρ and V are the number density and volume respectively of the model, N the

number of neighboring atoms of the central atom and ri j is the distance of any atom from

the central atom. The term ⟨..⟩ can be expressed as

⟨δ(⃗r − r⃗i j)⟩ =
1

N(N − 1)

∑
i,i, j

δ(⃗r − r⃗i j) (1.6)
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and is the average over all possible configurations. The radial pair correlation function can

be obtained as

g(r) =
∫

dΩ
4π

g(⃗r) (1.7)

or,

g(r) =
1
ρ2V

∑
i,i, j

∫ ∫
sinθ
4π

dθdϕ
1

r2sinθ
δ(r − ri j)δ(θ − θi j)δ(ϕ − ϕi j) (1.8)

or,

g(r) =
1

4πρ2Vr2

∑
i,i, j

δ(r − ri j) (1.9)

The pair correlation functions gives the local structural information in amorphous

materials. The peaks in these distribution functions describe the average distance of the

neighboring atoms from a central atom. Since amorphous materials do not possess long

range order g(r)→ 1 as r→ ∞. For a crystalline structures, g(r) is a sum of delta

functions, with each term representing a coordination shell. The pair function which can

provide results of diffraction experiments via fourier transformation, yield crucial

information about the short-range order and the nature of chemical bonding.

For systems with more than one species, the structural correlations are usually

investigated through partial pair correlation functions gαβ(r), which are expressed as

⟨nαβ(r)⟩∆r = 4πr2∆rρcαgαβ(r) (1.10)

where nαβ(r)∆r is number of particles of species β in a shell between r and r+∆r around a

central atom α, cα = Nα/N is the concentration of species α. The total pair correlation

function is then defined as the sum of all partial contributions as

g(r) =
∑
αβ

cαcβgαβ(r) (1.11)

Although the set of PCFs provides some basic information, we require multipoint

functions (more than two points) to thoroughly characterize a structural models. However,

these multipoint functions are not readily measured by the current experimental resources.
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This situation is somehow improved with theoretical models. In addition to local bonding

provided by pair correlation functions, coordination statistics provide insights to a local

topology for an atom. Beside this, other distribution functions like angle distribution and

ring statistics would also be useful tools particular for theoretical models in order to study

the local environment of each atom.

1.3.2 Electronic Structure

The electronic structure is usually described by analyzing the electronic density of

states (EDOS), projected density of states (PDOS), and inverse participation ratio (IPR) of

each individual site. EDOS is defined as:

g(E) =
Nstates∑

i=1

δ(E − Ei) (1.12)

The EDOS provides the information about the electronic gap which plays an important

role for electronic properties of the materials. PDOS on the other hand puts light on the

defects or irregularities in the topology. A common expression for PDOS is:

gn(E) =
∑
i=1

δ(E − Ei)|⟨ϕn|Ψi⟩|2 (1.13)

where gn(E) is site projected DOS for the site n, ϕn is the local orbital and Ψi is the ith

eigenvector with eigenvalue Ei.

We use Inverse Participation Ratio(IPR) analysis to investigate the localization of the

tail states near the gap region. The degree of localization for a given electronic eigen state

is measured by the IPR[9]; I=1 for highly localized states and N−1 for extended states,

where N is the number of atoms, and IPR for a system with N atoms is defined as

I(E) = N
∑

i

q(i, E)2 (1.14)

where q(i,E) is the charge localized on an atom site i for a state with energy E.
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1.3.3 Ion Dynamics

The dynamics of ions in the glass host is studied by computing the mean-squared

displacement (MSD) for each atomic constituent as:

⟨r2(t)⟩a =
1

Na

Na∑
i=1

⟨|r⃗i(t) − r⃗i(0)|2⟩ (1.15)

where the quantity in ⟨⟩ is the calculated statistical average over the particular atomic

species α. Each instantaneous configuration is used to obtain the MSD and the average

MSD for each species of interest is plotted as a function of time. Based on the plots

diffusion coefficients are calculated using Einstein relation[10]. The Einstein relation for

self-diffusion is given by:

⟨|r⃗i(t) − r⃗i(0)|2⟩ = 6Dt +C (1.16)

where C is a constant and D is the self-diffusion coefficient. The ionic conductivity can be

calculated from the equation

σ =
ne2D
kBT

(1.17)

where n is the number density of ions.

1.4 Applications of Chalcogenides

1.4.1 Electrolyte materials

There has been particular interest in Ge-Se glasses because of their excellent glass

formation capability (GexSe1−x binary system is an excellent glass former for x ≤0.43

[11]), easy synthesis, high transformation temperature and chemical stablity. Depending

on the Ge content, the basic units of GeSe glasses consist of Ge-Se tetrahedra and Se

chains combined in various ways[12]. Furthermore, this is one of systems in which

formation of an intermediate phase has been demonstrated[13]. When doped with metals

like Ag, Ge-Se glasses become solid electrolytes offering high ionic conductivities. Such
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electrolytes are getting attention in `̀ conductive bridge ´́ (flash) memory devices[3]. Since

the knowledge of the structure of glasses essential to understand the properties of glasses,

efforts have been made to understand structural properties of these glasses. Both the

experimental [14–16] and the theoretical[17, 18] methods have been used to study the

structure of Ge-Se-Ag glasses.

1.4.2 Phase change memory materials

Because of a capability of ultrafast and reversible phase transition between

amorphous and crystalline states, with significantly different electrical conductivites and

sufficient thermal stability, phase change memory materials (PCMMs) have potential

application to non-volatile data storage[19, 20] . Already appearing in commercial cell

phones, chalcogenide PCMMs offer a practical alternative to conventional Flash memory.

Phase change random access memory (PCRAM) operates on principle of reversible phase

transition between amorphous and crystalline phases of phase change materials (PCM) by

joule or laser heating. Significantly high resistivity (low reflectivity) in the amorphous

state and low resistivity (high reflectivity) in the crystalline state represent `̀ 0´́ and

`̀ 1´́ states respectively, in the memory devices. Fig. 1.1 illustrates a basic principle of data

storage in PCM [21]. PCM in crystalline state with high conductivity (low resistivity) or

high optical reflectivity is heated with either laser or electric pulses, locally melting the

material. The material is solidified fast enough that the crystallization is prevented and

quenched to a amorphous phase. This is the process of writing. To erase the data the

material in amorphous phase is heated above the crystallization temperature slowly until

the material is crystallized.

Ovshinsky’s observation of electrical switching in an amorphous chalcogenide

stimulated the interest and research in the possibility of switching between an amorphous

and a crystalline phases, with contrast properties, using electrical pulses [2]. The
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Figure 1.1: A process of write and erase of the phase change materials. A high but short
laser or electric pulse is used to melt the crystalline phase. The melt is quickly quenched to
form the amorphous phase (write). To erase the data the amorphous phase is annealed just
above the crystallization temperature for relatively longer time with a low laser of electric
pulse.

contrasting electrical and optical properties are prerequisites for PCM. but other demands

should be satisfied in order for the material to be used in memory devices. The stability of

amorphous phase is required to have good data retention. Furthermore the material should

be stable over more than 109 phase transitions so that the device can be used for many

read-write cycles. Beside these, the material should possess high crystallization speed to

allow fast data processing. In 1987, Yamada et al. were able to discover a group of

materials with these properties[20]. These materials lie along the tie line between GeTe
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and Sb2Te3 as shown in Fig. 1.2. Apart from Ge-Sb-Te alloys, many other materials have

been identified as PCM.

Figure 1.2: Ge-Sb-Te ternary phase diagram. Ge-Sb-Te alloys that lie on the tie line of
GeTe and Sb2Te3 are shown in blue.

1.5 Organization of the dissertation

The dissertation is aimed to gain insights into the structures of the materials based on

chalcogenides through both the experimental and computational methods whenever

possible since the properties of any materials originate from the structures. In Chapter 2,

we discuss briefly the computational methods followed by the experimental method in

Chapter 3. We present the results and discussions of different projects from Chapter 6 to 9

followed by the conclusion in Chapter 10.
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Based on the applications of chalcogenide materials, the dissertation can be divided

into two parts. In Chapter 4 and 5, I will discuss the first principles calculations on TiO2

and Ag/Cu-doped GeSe3 glasses with potential uses in solid electrolytes. The discussions

on these materials are published in Journal of Materials Science[22] and Physical Rev B.

[17] respectively. On the other hand, Chapter 6 to 9 are dedicated to the study of phase

change memory materials through both experiments and computations. Again Chapters 7

and 8 are mostly based on the published papers in App. Phys. Lett. [23] and Phy. Status

Sol. B. [24] respectively. As a first author, my roles in these studies were to carry out all

the computations described in the papers and to write the manuscripts.
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2 Density Functional Theory : Computational approach

2.1 Background

Computational methods are becoming essential tools in the field of material science

and condensed matter physics because of their reliability and local descriptions of material

properties. Properties of materials are often not directly accessible from experiments for

many reasons. For example, the sample size of certain materials may not sufficiently large

enough for certain experiments. One real example is a single nanotube that cannot be

easily studied with synchrotron beam (a powerful light source) that has beam diameter in

the range of several micrometers. Another big advantage of computational methods over

experimental work is in studying hyphothetical systems that have never been produced.

However, as the reliability of computational results is always based on the experimental

results, both the computational methods and the experimental methods should considered

to be complement to each other. In the last few decades, ability of computer to perform

large scale calculations has been significantly increased. The large scale calculations are

important in the area of disordered/amorphous materials because these materials lack

translational periodicity (unlike crystals) and require many particle models (supercells).

2.2 Density functional theory (DFT)

Density functional theory (DFT) is based on the notion that that ground state

properties of a many body system can be in terms of single particle electron density that is

considered a fundamental variable. As laid out by Hohenberg and Kohn [25], the

theoretical foundation of DFT is based on two fundamental statements. The first one

states that for any system of electrons in an external potential Vext(r), the Hamiltonian is

fully governed by the ground state density i.e. if the ground state density is determined,

ground state properties of the systems are readily known. The ground state energy as a
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function of electron density n(r) is given by:

E[n(r)] =
∫

Vext(nr)n(r)d3r + F[n(r)] (2.1)

The external potential Vext is the contribution of electron-ion interactions and ion-ion

interactions (but not e-e interactions) whereas F[n(r)] is a universal functional ( in the

sense that does not depend on the external potentials) of the density. However, the exact

form of F[n(r)] is not known. The second statement asserts that the total energy functional

E[n(r)] is minimized by the true ground state density. F[n(r)] can be decomposed as:

F[n(r)] = T [n(r)] + EH[n(r)] + Exc[n(r)] (2.2)

where

EH[(r)] =
e2

2

∫ ∫
n(r)n(r’)

r − r’
d3rd3r′ (2.3)

is the Hartree term (interaction of the electrons). T and Exc respectively are the

kinetic energy of a noninteracting electron gas of density n and the exchange-correlation

energy which is not a straight forward functional of n.

Kohn and Sham [26] have provided a practical means to solve these equations by

introducing single-particle orbitals known as Kohn-Sham orbital ψi(r) to solve

Schrodinger-like Khon-Sham equation:[
−1

2
∇2 + Ve f f (r)

]
ψi(r) = ϵiψi(r) (2.4)

where

Ve f f (r) = Vext(r) +
∫

d(r’)
n(r)
|r − r’| + Vxc(r) (2.5)

with

Vxc(r) =
δExc

δn(r)
(2.6)

The charge density n(r) is given by:

n(r) = 2
∑

i

|ψi(r)|2 (2.7)
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The Kohn-Sham (KS) equation 2.4 is non-linear and must be solved self-consistently

because Ve f f is a functional of density n and n is determined from the soluction of KS

equation 2.4. As soon as the self-consistent solution of KS equation is obtained, the

ground state density and hence all its properties are readily available.

DFT assumes that there exists a form of the potential Ve f f that depend only on

electron density n(r), yielding an exact ground state energy. But this exact form is

unknown requiring an approximation to be used. The simple approximation is the local

density approximation (LDA) where Exc is defined as:

Exc =

∫
d3rϵxc[n(r)].n(r) (2.8)

where ϵxc is the exchange correlation energy per unit volume of a homogeneous electron

gas of density n.

The LDA assumes that the exchange correlations are slowly varying in space which

may not be always true and hence there exists an another approximation known as

generalized gradient approximation (GGA). GGA considers ϵxc to be function of density

as well as the gradient of the density at each point.

2.3 Molecular Dynamics simulation

Molecular Dynaimcs (MD) is a standard method of generating computer models of

amorphous materials. In MD atoms are represented by point particles and the classical

Newton equations of motion are numerically integrated. Given initial positions of atoms,

the force on each atom may be computed and a new position of each atom is then

predicted. The MD simulations superficially mimic the experimental process of glass

formation. Amorphous materials are modeled through a molecular dynamic process called

`̀ cook and quench´́ method mimicking a whole set of experimental methods.
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2.4 Ab initio Molecular Dynamics simulation

As pioneered by Car and Parrinello [27] and Sankey [28] in mid eighties, the

accuracy of ab initio density functional (DF) methods with force calculations can be

combined with the molecular dynamics techniques. In ab initio molecular dynamics

(AIMD), the nuclei are treated as classical particles which move in a potential determined

by density functional theory. Although AIMD is much more accurate than classical MD, it

is computationally expensive and limited to only few hundred atoms whereas thousands of

atoms can be easily handled by classical MD. However the advantage of AIMD over

classical MD is that in AIMD, only the information about the atomics species and the

positions of the atoms within the system is required. In contrast, classical MD requires

empirical or semi-empirical potentials whose parameters are usuall derived by fitting the

outcome of simulated data to experimental data making the parameters system dependent.

It is therefore hard to find a universal set of parameters for empirical potentials. This

problem is even worse in amorphous/disordered materials and hence AIMD is the best

choice in these systems. The potentials used in AIMD are determined by the electronic

structure of the species and therefore will be universal for all systems.

2.5 Pseudopotential Method

Since the electronic structure of a system mainly depends on the valence electrons,

their interaction with the ions and the core electrons can be approximated by a simplified

effective potential called pseudopotential[29]. In other words the pseudopotenial is an

attempt to replace the complicated effects of the motion of the core electrons of an atom

and its nucleus with an effective potential. This then reduces the number of electrons

explicitly from atomic number (Z) to valence electrons (Nv). A valence electron

experiences Coulomb forces as well as a repulsive force in the core region as a

consequence of Pauli exclusion principle forcing the the valence wavefunctions to be
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orthogonal to the core wave functions which in trun makes the radial part of the valence

wavefunctions vary rapidly within the core region[29]. The valence electrons experience a

very weak potential in the atomic core region as the attractive and repulsive forces cancel

each other to a great extent. This is why the replacement of the inner core region potential

with a weak effective potential is possible while maintaining the correctness of physics

outside the core. The pseudopotential and pseudo wavefunctions match outside a core

region i.e. above a certain cutoff radius rc as shown in Fig. 2.1.

Figure 2.1: Comparison of a wavefunction in the Coulomb potential of the
nucleus (blue) to the one the pseudopotential (red). the real and the pseudo
wavefunction and potentials match above a certain cutoff radius rc. Source
(http://en.wikipedia.org/wiki/Pseudopotential)
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3 Extended X-ray Absorption Fine Structre: An

Experimental approach

3.1 Introduction

EXAFS spectroscopy has been widely used to probe local structures, particulary in

amorphous materials. Since the long-range translational periodicity is lost in amorphous

materials, a probe of the local environment is key to understanding the properties of these

materials. EXAFS spectroscopy has an edge over other experimental methods, as this

method is independent of the phase of the materials to be examined. The same technique

can be used to investigate amorphous, crystalline and even liquid states and hence a

contrast between different phases becomes apparent even before the detailed analysis.

3.2 Theory of EXAFS

X-ray, an electromagnetic wave with very short wavelengths ranging from 0.01Å to

100Å, can be absorbed by all matters through a photoelectric process. X-ray absorption

spectroscopy is based on the absorption of X-ray photons with sufficiently high energy by

an absorbing atom ejecting a core electron thereby leaving the atom in an excited state

with an empty electron orbital called a core hole. The excited electron also known as

photoelectron has a kinetic energy (Ek) that equals the difference between the incoming

photon energy (hν) and the binding energy (Eb) of the electron.

Ek = hν − Eb (3.1)

The fraction of an incident X-ray photon being absorbed per unit thickness by an atom (or

materials) is defined as an absorption coefficient µ. µ increases strongly giving rise to a

step-like feature called an absorption edge when the x-ray energy is equal to the binding

energy Eb of the core-electron. The absorption edge, which is unique for each absorbing

element, corresponds to an x-ray photon that has enough energy to free an electron in the
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atom[4]. The absorption edge corresponding to innermost electron i.e. n=1 shell, is

known as K-edge. Similarly the higher shells correspond to L-edge, M-edge and so on.

3.2.1 X-ray Absorption by an Isolated Atom

When an x-ray with sufficient high energy is absorbed by an atom, a core electron is

ejected from the core level, and a photoelectron with a wave number k is created and

propagates away from the atom. The absorption however depends on existance of an

available state for the photoelectron i.e. there will be no absorption providing no available

state. For example, an incident x-ray photon with energy smaller than the binding energy

of 1s electron will only be sufficient to promote 1s electron to other higher levels (valence

levels) below the binging energy (or Fermi level) but there is no level left for 1s electron

since all the valence levels are already filled. In such a case there will be no absorption

from the core level however, there will still be some absorption from the higher level

electrons.

The absorption coefficient (µ(E)) can be described by the Fermi’s Golden Rule since

x-ray absorption is a transition from one energy eigenstate (x-ray and a core-electron) into

a continuum of energy eigenstates (a core hole and a photoelectron). Let us define the

initial state as | i⟩ and the final state as | f0⟩. We can now define µ(E) as;

µ(E) ∝| ⟨i | H | f0⟩ |2 (3.2)

3.2.2 X-ray Absorption by a Condensed Matter

When an X-ray photon is absorbed by an atom in a condensed matter where the atom

is surrounded by neighboring atoms, the absorption coefficient µ is not as simple as in the

case of an isolated system. As shown in Fig. 3.1, the absorption coefficient shows an

additional characteristic (an oscillation just above the absorption edge) along with two

other characteristics already obserbed for isolated atoms[21]. When the absorbing atom is
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Figure 3.1: Origin of the x-ray absorption fine structure. [Ref. [21]]

surrounded by neighboring atoms, the outgoing photoelectron which can also be

represented as an outgoing electron wave is scattered by the electrons of the neighboring

atoms, and the scattered photoelectron can return to the absorbing atom hence giving the

final state as the superposition of the outgoing and the scattered waves. The modification

of the absorption coefficient due to scattering of the photoelectron by the surrounding

atoms is the origin of XAFS. Again we describe µ(E) with Fermi’s Golden Rule as:

µ(E) ∝| ⟨i | H | f ⟩ |2 (3.3)

The initial state | i⟩ of the the core-level electron, which is very tightly bound to the

absorbing atom, will not be altered by the presence of the neighboring atoms. It is only the
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final state | f ⟩ that is altered due to the presence of neigboring atoms. The final state can

be expanded as [4]

| f ⟩ =| f0⟩+ | ∆ f ⟩ (3.4)

where | f0⟩ is the final state as in absorption by an isolated atom and | ∆ f ⟩ is the effect

of the neighboring atoms. We can now expand Eq. 3.3 as

µ(E) ∝| ⟨i | H | f0 + ∆ f ⟩ |2 (3.5)

µ(E) ∝| ⟨i | H | f0⟩ |2 +{⟨i | H | f0⟩⟨∆ f | H | i⟩∗ + c.c.} + ... (3.6)

µ(E) ∝| ⟨i | H | f0⟩ |2 {1 + [
⟨i | H | f0⟩⟨∆ f | H | i⟩∗
| ⟨i | H | f0⟩ |2

+ c.c.] + ...} (3.7)

where c.c. in Eq.3.7 is the complex conjugate of the preceeding expression. The first

term of Eq.3.7, that is proportional to | ⟨i | H | f0⟩ |2, refers to the absorption coefficient of

the free absorber µ0 (Eq.3.2) and the second term refers to the EXAFS oscillations χ(E).

The higher term that is proportional | ⟨∆ f | H | i⟩ |2 can be neglected since (µ − µ0) ≪ µ.

The absorption coefficient µ of an absorber in condensed matter can be written as

µ(E) = µ0(E)(1 + χ(E)) (3.8)

χ(E) is also known as x-ray absorption fine structure and can be written as

χ(E) ∝ ⟨i | H | ∆ f ⟩ (3.9)

The peaks in the EXAFS correspond to the backscattered wave being in phase with

the outgoing wave whereas the valleys correspond to these being out of phase. Since

atoms have different scattering strength, the variation of EXAFS depends on the type of

atom giving the backscattering. Hence EXAFS contains information about the atomic

surroundings of the center atom, and with a more quantitative analysis of EXAFS it is
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possible to obtain this information[4]. Conventionally, the EXAFS oscillations are often

defined with respect to the photoelectron wave number k:

k =

√
2me

ℏ2 (ℏω − Eo) (3.10)

where Eo is the binding energy of the core-electron that is excited and ℏω is the

energy of the absorbed x-ray photon. The EXAFS in the single scattering approximation

can be expressed as[4]:

χ(k) =
∑

s

NA(k)S 2
0

kR2 e−
2R
λ(k) e−2k2σ2

sin(2kR + ϕ(k)) (3.11)

Here A(k) is the backscaterring amplitude from each of the N neigbhoring atoms to

the central atom at distance R away. ϕ(k) is the total phase shift experienced by the

photoelectron whereas λ(k) is the electron mean free path as a functio of k. S2
o(k) is the

amplitude reduction factor due to many-body effects at the central atom. σ is the

Debye-Waller factor which accounts for thermal vibration and static disorder.

3.3 Data Analysis

3.3.1 Data Collection

The EXAFS experiment was conducted at the 5-BM beamline of the Advanced

Photon Source (APS), Argonne National Laboratory. The synchrotron ring was operated

at 7GeV in a standard top-up mode with a constant beam current of 100 mA. The EXAFS

spectra were measured either under transmission mode or under fluorescence mode. The

transmitted X-ray beams were measured by the ionization chamber and the fluorescence

signals from the samples were collected by a 13-element Ge detector at room temperature.

A reference sample that contains the elements present in the sample was used as a

reference to calibrate the X-ray energy for different scans at the same K edges. Fig. 3.2

shows an absorption spectrum of amorphous Ge1Sb2Te4 measured at Ge K edge.
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Figure 3.2: Absorption spectrum of a-Ge1Sb2Te4 measured at Ge K edge in transmission
mode.

3.3.2 Background Removal and Data Reduction

Analysis of the data starts with a reduction of measured raw absorption spectra into

EXAFS spectra. This data reduction involves the normalization and conversion into k

spectra from the raw absorption spectra using equations[4]:

k =

√
2me(E − Eo)

ℏ2 (3.12)

χ(k) =
µ − µo

µo
(3.13)

where, Eo is the threshold energy or the binding energy of the photoelectron, µ is the

observed absorption coefficient and µo is the absorption that would be observed in the

absence of EXAFS effects. It is based on the assumption that µ0 is represented by the

smooth part of µ and hence µ − µo gives the required oscillatory part[5]. Here the division

by µo is to normalize the EXAFS oscillations (Fig. 3.3). EXAFS represents the average

structure around absorbing atoms. Since µo cannot be directly measured, it has to be

approximated by fitting µ with some polynomial splines or using a least square procedure.
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In this work we used a package called ATHENA[6] for this purpose. ATHENA

approximates the background via linear approximation (to the pre-edge) and via spline

function (to the atomic background).

(a) (b)

Figure 3.3: Absorption spectrum and Normalized absorption spectrum at Ge K edge.
Difference between pre-edge and post-edge lines (in red) is used to normalize the
absorption spectrum. The part of spectrum about ±50eV around the absorption edge is
known as XANES while the EXAFS begins about 50eV above the absorption edge.

3.3.3 Determination of Structural Parameters

The next step is to analyze the χ(k) (Fig. 3.4(a)) data to obtain structural parameters

such as bond length(R), coordination number (N) and mean squared relative displacement

(σ2) which are obtained by optimizing the parameters in an equation:

χ(k) =
∑

s

NA(k)S 2
0

kR2 e−
2R
λ(k) e−2k2σ2

sin(2kR + ϕ(k)) (3.14)

The parameters A(k), S 2
0, ϕ(k) and λ(k) that define scattering are determined using model

compounds of known structure. Equation 3.14 is however based only on the assumption

that the X-ray excited photoelectron undergoes a single scattering before returning to the
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absorbing atom. In fact, the photoelectron can undergo multiple scattering (scattered by

more than one atom). This multiple scattering is more effective at low k while less

effective at high k and is important while dealing with XANES. Analysis of EXAFS data

in this work is based on single scattering of the X-ray excited photoelectron. The

scattering paths and phase shift information are calculated by using FEFF[7] using a

model compound of known structures. FEFF uses a scattering path formalism to compute

the EXAFS spectrum. For every scattering path, determined by FEFF, with a path length

below a cut-off length the EXAFS contribution is computed to obtain the backscattering

amplitude A(k), phase shifts ϕ(k) and the mean free path λ(k) which are then stored

individually for each path.

Finally the structural parameters in the expression of χ(k) are optimized by using

ARTEMIS[6]. Least square fitting to equation 3.14 starts with defining at least four

parameters: a change in the effective path length ∆R, debye-waller factor σ2, an amplitude

NS 2
0 and an energy shift ∆E0 for each of the paths included in the fit[21]. Fig. 3.4(b)

illustrates an example of fitted spectrum.

(a) (b)

Figure 3.4: a) k3 weighted χ(k) spectrum and b) the Fourier Transform of χ(k). Least square
fit is also illustrated in b).
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4.1 Introduction

The discovery of titanium dioxide’s ability to split water by photocatalysis under

ultraviolet light by Fujishima and Honda [30], has led to enormous work on the

material(see Ref. [31] for a recent review). The hope is that titanium dioxide (TiO2),

widely used as a pigment in white paint and in sunscreen, may prove to be an economical

material for use in photovoltaic, photocatalytic, and sensing applications [31].

The majority of studies on titania are based upon three crystalline phases (anatase,

rutile, and brookite), as well as in multiple forms (bulk, nanoparticle, thin film, etc.).

However, titania is naturally obtained as powder consisting of a mixture of crystalline and

amorphous phases. Various methods have been employed to enhance the crystalline

quality of titania(e.g. Ref. [32]). However, recent research, including the results presented

herein, has focused on understanding the structural and electronic properties of amorphous

titania(a-TiO2) with the hope that the desirable properties of TiO2 can be found in this less

processed, thus cheaper, form of the material [33–38]. For example, a-TiO2 has been

synthesized as a tinted or enhanced photocatalyst [39, 40], used to purify dye-polluted

water [41], and applied to resistive random access memory applications [42]. As more

synthesis techniques, like those of Battiston et al.[43] and Zhao et al.[44], are developed

to create amorphous TiO2 thin films, amorphous titania will be used in applications
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traditionally reserved for crystalline TiO2 or other more expensive amorphous films.

Through our research we aim for a deeper understanding of the energetic and electronic

properties of a-TiO2 while confirming structural properties to aid in the development of

these materials as a viable solution to current energy and environmental issues.

4.2 Methods

We used the Vienna ab initio simulation program(VASP), a density functional code

employing a planewave basis[45–47] to generate 96-atom and 192-atom structures of

a-TiO2 and crystalline TiO2 (Rutile and Anatase) structures. Vanderbilt ultra-soft

pseudopotentials [48] were used with the generalized gradient approximation (GGA) of

Perdew-Wang 91[49] throughout the calculations. We performed all molecular-dynamics

simulations with a 1.6 fs time step using periodic boundary conditions at constant volume

for annealing, equilibrating and cooling, as well as a zero pressure conjugate gradient

(CG) for relaxation (a safe 450 eV energy cutoff was used for the relaxation). The details

of these simulations to generate the amorphous and crystal structures are presented herein.

A preliminary form of this work appeared in a proceedings paper[50].

4.2.1 Amorphous TiO2

We created a 192-atom model (64 Ti atoms and 128 O atoms) with a mass density of

3.8 g/cm3; a smaller 96-atom supercell was cut out of the 192-atom system. The final

models were then prepared by using the method of melt quenching [51]. Using this

approach, we annealed the 192-atom model, then we equilibrated at 2500K for 8ps, well

above the melting point (2116K). We cooled this liquid TiO2 system to 2200K (slightly

above the melting point) over 4.8ps, and then equilibrated for another 4.8ps. After these

initial annealing and cooling simulations, we further cooled the TiO2 system to 1100K at

the rate of 75K/ps. At this stage in the procedure, we were able to observe primary

structural features of a-TiO2. After we equilibrated the system for another 2ps at 1100K,
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we further cooled the model to 300K at the rate of 200K/ps. After equilibrating for

another 3.4ps at 300K, we quenched the model to its final ground state, fully optimized,

structure. Two 96-atom model systems were prepared, using the same method as for the

192-atom model system, using two different rates of cooling (90K/ps and 75K/ps)

between 2200K and 1100K. The densities of all amorphous models were calculated after

zero-pressure relaxation, and presented in Table 4.1.

4.2.2 Crystalline TiO2

We used 2 ×2 ×2 supercells for both rutile TiO2 (32 atoms) and anatase TiO2(96

atoms) structures using the lattice parameters as provided in Ref. [52]. Both of the

supercells were relaxed at zero pressure with CG option of VASP under similar condition

as in a-TiO2. For rutile supercell, a 4×4×6 Monkhorst-Pack grid[53] was used for

Brillouin-zone sampling whereas a 4×4×2 grid was used for anatase supercell. The

calculated densities and lattice parameters are presented in the Table 4.1 and 4.2

respectively.

Table 4.1: Densities and Total energies of a-TiO2 models compared to crystalline phases.

Density Density Etot/atom

(g/cm3) (g/cm3)

Model (this work) (Expt.[52]) (eV)

96-atom model I 3.59 -8.75

96-atom model II 3.56 -8.85

192-atom model 3.73 -8.80

Rutile TiO2 4.13 4.25 -8.93

Anatase TiO2 3.77 3.79 -8.95
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Table 4.2: Calculated crystal TiO2 properties as compared to experiment and other
computational methods

Rutile Anatase

a=b(Å) c(Å) u a=b(Å) c(Å) u

This

Work

4.64 2.99 0.305 3.83 9.62 0.208

GGA

PBE[54]

4.67 2.97 0.305 3.80 9.67 0.207

GGA

PW[55]

4.63 2.98 0.305 - - -

HF[56] - - - 3.76 9.85 0.202

Expt.[52] 4.594 2.958 0.305 3.785 9.514 0.207

4.3 Results and Discussion

4.3.1 Partial Pair Correlation Functions

We used partial pair correlation functions (PPCF) to examine the local bonding

environment of atoms in a-TiO2. For all models, the PPCF confirmed a chemically

ordered system with no homopolar bonding (Fig. 5.2). The use of the ”cook and quench”

method to fabricate the models is unbiased and its prediction of a perfectly chemically

ordered network is therefore significant. This system displays substantial order in the local

environment of the atoms marked by sharp initial peaks for all models, but exhibits no

long-range order. Of particular interest are the two distinct initial peaks found for all

models in the Ti-Ti pair correlation function. These two peaks, also found in a Reverse

Monte Carlo (RMC) model[33], are attributed to two different environments for Ti atoms.

The first peak corresponds to edge-sharing Ti-Ti pairs, whereas the second peak
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corresponds to corner-sharing Ti-Ti pairs. Although there is little variation in first peak

position among the three models, the Ti-Ti distance is larger than the value of 3.0Å

obtained in the RMC model[33]. By normalizing the PPCF for Ti-Ti, we were able to

calculate the fraction of edge-sharing Ti-Ti pairs denoted by this first peak as 0.29, 0.30,

and 0.38 for the 96-atom model I, 96-atom model II, and 192-atom model, respectively.

For the second peak position we observe a larger variation among the three models (3.48 -

3.59 Å ). These two Ti-Ti peaks are not unique to a-TiO2 i.e. similar results are observed

in crystalline TiO2 with two Ti-Ti peaks at positions of 2.99 Å and 3.60 Å in rutile

structure compared to 3.07 Å and 3.83 Å in anatase structure. Similarly, the width of the

initial peak in the O-O pair correlation function also suggests both edge-sharing and

corner-sharing environments for neighboring oxygen atoms however, not so prominent as

in the case of Ti-Ti. Again, the calculated average O-O first peak position(2.85 Å, 2.83 Å

and 2.74 Å in 96-atom model I and II, and 192-atom model respectively) is slightly

over-estimated in all three models compared to the experimental value of 2.67 Å [33].

Like Ti, O also has both edge sharing and corner sharing environments with O-O distances

of 2.56 Å (2.49 Å) and 2.8 Å (2.82 Å) respectively, in rutile(anatase) structure.

Conversely, the calculated first peak position in the Ti-O correlation of (1.92 Å - 1.94 Å)

is slightly less than the experimental Ti-O average bond distance of 1.96 Å [33]. In

crystalline TiO2, two types of Ti-O pairs are observed with bond lengths of 1.98 Å and

2.00 Å in the rutile structure, and 1.96 Å and 2.00 Å in anatase structure. These numbers

are however slightly over-estimated compared to those observed experimentally(1.946 Å

and 1.984 Å in rutile and 1.937 Å and 1.964 Å in anatase[57]). More detailed information

on measured nearest neighbor bond distances is presented in Table 4.3. While all models

are consistent with experiment, we attribute variation among the models, both with each

other and as compared to experiment, to limited statistics from a small collection of small

models. From the PPCF data, we found the mean coordination numbers of Ti to be 5.47,
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5.50, and 5.76, and the coordination numbers of O to be 2.73, 2.74, and 2.88 for the

96-atom model I, 96-atom model II, and the 192-atom model, respectively. These results

are consistent with the RMC and experimental coordination numbers of Ti (5.6 ±10%)

and O (2.8 ±10%) [33]. Complete coordination statistics are presented in Table 4.4. This

reveals that the local structure of a-TiO2 resembles that of crystalline TiO2 where Ti atoms

prefer to bond with six oxygen neighbors that form an octahedral structure, and O atoms

prefer 3 titanium atoms as neighbors.

Table 4.3: Mean nearest neighbor bond lengths in a-TiO2(in Å).Ti-Ti1 and Ti-Ti2 refer to
first and second peak of Ti-Ti correlation function.

Ti-O Ti-Ti1 Ti-Ti2 O-O

96-atom model I 1.92 3.08 3.48 2.85

96-atom model II 1.91 3.07 3.53 2.83

192-atom model 1.94 3.13 3.59 2.74

RMC + Expt.[33] 1.96 3.00 3.55 2.67

Rutile(this work) 1.97,2.00 2.99 3.60 2.56,2.80

Rutile(Expt.[57]) 1.95,1.98 2.96 3.57 2.53,2.78

Anatase(this work) 1.96,2.00 3.07 3.83 2.49,2.82

Anatase(Expt.[57]) 1.94,1.96 3.03 3.78 2.45,2.80

4.3.2 Bond Angle Distributions

We plot and analyze the Ti-O-Ti and O-Ti-O angle distributions of all three a-TiO2

models to gain a better understanding of the simulated structures, plotted in Fig. 4.2.

When compared to the angle distributions for the rutile and anatase TiO2 bulk crystalline

structures, we observed that, much of the local crystalline topology is preserved in a-TiO2.
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Figure 4.1: Partial pair correlation functions for Ti-O, Ti-Ti, and O-O coordination of the
three a-TiO2 models (96-atom model I, 96-atom model II, and 192-atom model) are plotted.

For comparison, the peaks for the Ti-O-Ti angle in anatase are 101.9o and 156.2o and in

rutile are 98.7o and 130.6o; the peaks for the O-Ti-O angle in anatase are 78.1o, 92.4o,

101.9o and 156.2o and in rutile are 81.3o, 90o, 98.7o and 180o. Similar results were

reported in ref. [58]. We observe interesting features which appear to be unique to the

a-TiO2 models. For instance, in the plotted Ti-O-Ti angle distribution, all of the a-TiO2

models show a large peak positioned near 98o. We attribute this peak to Ti-Ti edge-sharing

pairs described by the first peak in the Ti-Ti pair correlation function. The subsequent

peaks are therefore attributed to Ti-Ti corner-sharing pairs. The variation among models
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Table 4.4: Coordination statistics for amorphous and crystalline TiO2.(in %).

Ti4 Ti5 Ti6 Ti7 Ti8 O2 O3 O4 O5 NTi NO

96-atom model I 6.3 46.9 40.6 6.2 – 34.4 57.8 7.8 – 5.47 2.73

96-atom model II 3.1 53.1 37.5 3.1 3.1 29 67.7 3.2 – 5.50 2.74

192-atom model – 34.4 56.3 7.8 1.6 24.2 64.1 10.9 0.8 5.76 2.88

RMC + Expt.[33] – – – – – – – – – 5.6 2.8

Crystalline TiO2 – – – – – – – – – 6.0 3.0

Table 4.5: Comparison of Electronic Gaps (in eV) for different TiO2 structures.

Rutile Anatase a-TiO2

This work 1.73 2.02 2.22

GGAPBE[54] 1.86 2.25 -

PWGGA[55] 1.90 - -

LDA[59] 1.78 2.04 -

Expt. 3.03[60] 3.20[61] 3.4[62]

of these other peaks is consistent with the variation between models in the position of the

second peak in the Ti-Ti pair correlation function. Similarly, we observe an initial peak in

the O-Ti-O angle distribution near 75o for all three models and we attribute this peak to

O-O edge-sharing pairs while subsequent peaks correspond to O-O corner-sharing pairs.

4.3.3 Electronic Structure

We describe the main features of the electronic structure by analyzing the electronic

density of states (EDOS), projected density of states (PDOS), and inverse participation
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Figure 4.2: Angle distributions are plotted for the three a-TiO2 models (96-atom model I,
96-atom model II, and 192-atom model). For comparison, the peaks for the Ti-O-Ti angle
in anatase are 101.9o and 156.2o and in rutile are 98.7o and 130.6o; the peaks for the O-Ti-O
angle in anatase are 78.1o, 92.4o, 101.9o and 156.2o and in rutile are 81.3o, 90o, 98.7o and
180o.

ratio (IPR) of each individual site for each of the three a-TiO2 models. Fig. 4.3 shows the

total EDOS of all three models with the Fermi level shifted to 0 eV. Excepting minor

variations, the three EDOS are very similar. Furthermore, the total EDOS of a-TiO2 is

compared with that of the crystalline TiO2 and presented in Fig.4.4. The total EDOS of

the amorphous TiO2 is fairly close to those of crystalline TiO2. For a deeper

understanding we also analyzed the PDOS for all three a-TiO2 models. We present the
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species PDOS and the orbital PDOS in Fig. 4.5. The lowest conduction band levels(near

the Fermi level) are dominated by 3d states of Ti as in crystalline TiO2 (both rutile and

anatase). Also, similar to the crystalline phase, the valence band near the Fermi level has

contributions from both 3d states of Ti and 2p states of O with oxygen 2p state dominating

the tail region. Interestingly, we find that the Γ-point electronic gap of approximately 2.22

eV is comparable to the calculated results for bulk crystalline TiO2(1.73eV for rutile and

2.02 for anatase). Similar results, as presented in Table 4.5, are reported from other

calculations[54–56, 59].
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Figure 4.3: Electronic density of states ( Γ point) for the three a-TiO2 models (96-atom
model I, 96-atom model II, and 192-atom model).Fermi level is at 0eV.
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One of the major characteristics of an amorphous material is the localization of the

tail states near the band gap in contrast to the completely delocalized tail states in a

crystalline material. We used an Inverse Participation Ratio analysis to investigate the

localization of the tail states near the band gap[63] in the a-TiO2 models. Fig.4.6

illustrates the IPR for all three models. Except for the 96-atom model II, we observed that

the valence tail states are highly localized. On the other hand, conduction tail states are

relatively delocalized(except for in 96-atom model) somewhat reminiscent of a-GaN [64].
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The valence tail states are localized on O-2p orbitals whereas conduction tail states are

localized on Ti-3d orbitals. We analyzed the topology of the atoms associated with the tail

states as indicated in the figure. All of the O atoms associated with the selected valence

tail states (a-d) are three-fold coordinated, whereas the Ti atoms associated with the

conduction tail states (e-g) are more than six-fold coordinated. However, the O atom is

displaced from the plane containing the neighboring Ti atoms, forming a pyramidal

structure. This means that the over-coordinated Ti is the cause of the conduction tail

states, whereas the positional disorder of O is the origin of the valence tail states.
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Figure 4.6: Inverse participation ratios are plotted for the three a-TiO2 models (96-atom
model I, 96-atom model II, and 192-atom model). Fermi level is shifted to 0 eV.
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4.3.4 Optical Properties

We computed dielectric functions to characterize the optical properties for the

crystalline (Rutile and Anatase) and the amorphous phases of TiO2. figure 4.7 presents the

calculated real and imaginary parts of the dielectric functions for the three phases (two

crystalline and one amorphous) of TiO2 as a function of photon energy. Except for a few

minor differences, both the real and the imaginary parts of the dielectric functions for

anatase TiO2 and a-TiO2 closely resemble each other. The similarities of the optical

properites between these phases can be attributed to the similar electronic structures.

Moreover, the density of the a-TiO2 is also much closer to that of anatase TiO2. Rutile

TiO2 has significantly different features from other two phases in both the real and

imaginary parts, owing to different electronic structures as compared to those phases.

Since the tetragonal cell of rutile and anatase is quite anisotropic, the optical properties are

strongly dependent on the direction of the incoming polarized light, whereas, due to the

isotropic nature of a-TiO2 structure, the optical properties are independent on the direction

of the incident light. To observe the optical anisotropy in different TiO2 phases we present

the two components(perpendicular and parallel to c axis) of the imaginary parts of the

dielectric functions in fig. 4.8. We observed almost no change in the two components for

a-TiO2. The fundamental absorption edge, which results from the interband transition

between the topmost valance band (VB) and the bottom of the conduction band(CB),

describes the optical band gap. We could not observe the sharp absorption edge which we

attribute to the smaller size of the structures. We estimated the absorption edge by

extrapolating the perpendicular component of the imaginary part of the dielectric function,

and found to be 1.8eV, 2.0eV and 2.4eV for rutile, anatase and amorphous phase

respectively. These results for the crystalline TiO2 phases are consistent with the results in

Ref. [59]. The real part of the dielectric function as presented in Fig.4.7(b) is obtained

from ϵ2(ω) by a Hilbert transform[65]. The static dielectric constant is obtained from the
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real part in the ω→0 limit. The calculated values of the static dielectric constant were

found to be 5.43, 4.3 and 4.1(average for two models) for the rutile, anatase and

amorphous phases respectively. In all respects the optical properties of the a-TiO2 are

quite similar to those of anatase phase TiO2.
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4.4 Conclusion

We created different a-TiO2 models (two with 96 atoms and one with 192 atoms) by

using the ’melt-quench’ method, and we were able to reproduce structural properties for

a-TiO2 as provided by experimental methods. Most of the Ti and O atoms tend to be

six-fold and three-fold coordinated, respectively, showing the similar local structure to

crystalline form TiO2 (both in the anatase and rutile structures). In addition, the electronic

sturctures of a-TiO2 is similar to the crystalline elctronic sturctures in many respects, in

fact much closer to the anatase TiO2. The Γ-point band gaps of a-TiO2 comparable to

calculated results for bulk crystalline TiO2 verifies the similarities. The IPR analysis

showed that the tail states near the band edges are localized in a-TiO2 in contrast to the

crystalline TiO2. The IPR analysis concluded that the valence tail states result from the

positional disorder of O atoms, whereas, the conduction tail states result from

over-coordinated Ti atoms. Furthermore, the optical properties of the a-TiO2 resemble to

those of anatase phase in many respects. The comparable structural, electronic and optical

properties between a-TiO2 and crystalline TiO2 opens the possibility of a-TiO2 being used

as an alternative to crystalline TiO2 and hence reducing the cost of processing. As seen

from the Weaire-Thorpe theorem[66] in amorphous Si, the electronic structure of a-TiO2

is determined by the short range order of the network. Since the local ordering is

preserved within small distortions, the gross features of the electronic spectrum and

dielectric functions are similar. All of this can be reformulated in terms of the decay of the

density matrix in real space as discussed for example in Ref. [51].



57

5 Ab initio simulations of solid electrolyte materials in

liquid and glassy phases.

B. Prasai and D. A. Drabold

Ab initio simulation of solid electrolyte materials in liquid and glassy phases

Phy. Rev. B, 83, 094202 (2011).

5.1 Introduction

Chalcogenide glasses have been studied extensively for the last few decades both for

their basic scientific interest and because they are preferred materials for applications such

as optical recording devices [3] and phase change memory[2]. There has been particular

interest in Ge-Se glasses because of their excellent glass formation characteristics: the

GexSe1−x binary system is an excellent glass former for x≤0.43 [11]. Ge-Se glasses when

doped with metals like Ag become solid electrolytes offering high ionic conductivities.

Such electrolytes are getting attention for their technological importance with the

application in ”conducting bridge” (flash) memory devices[1]. Since the properties of

chalcogenide glasses accrue from their structure, the knowledge of the structure of these

glasses is an essential precursor to unraveling their properties for further study.

The structure of GeSe glasses has been widely studied, and the basic structural units

consist of Ge-Se tetrahedra and Se chains combined in various ways. X-ray[14] and

neutron[15, 16] diffraction, and other experimental methods have been used to study the

structure of Ge-Se-Ag glass. There have also been some computational studies to model

the structure. Tafen et al.[18] reported two ab-initio models; (GeSe3)0.9Ag0.1 and

(GeSe3)0.85Ag0.15 with short range order consistent with the experimental results. It has

also been reported that Ag atoms prefer to sit at trapping center (TC) which is near the
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midpoint of a line joining two host atoms (Ge or Se) separated by a distance between 4.7

and 5.2 Å with the bond length of Ag to the host atoms ranging 2.4-2.6 Å[67] for low Ag

concentration.

The purpose of this study is to understand the structure of Ge-Se-Ag, Ge-Se-Cu and

Ge-Se-Ag-Cu glasses and the ion dynamics for the single ion and the mixed ion cases.

Section 5.2 of the paper briefly describes the method and the technical details of the

simulations. Section 5.3 is organized into four distinct subsections with 5.3.1.1 devoted to

the structure of the amorphous models and 5.3.1.2 to the structure of the liquid models.

Electronic characteristics of both the amorphous and the liquid systems is presented in

section 5.3.2 through the electronic density of states and the projected density of states.

Section 5.3.3 is devoted to the dynamics of the ions at different temperatures 300K, 700K

and 1000K. The character of the ion traps is described in section 5.3.4. Finally we present

a brief summary in section 10.

5.2 Methods

We used the melt quenching method to generate the systems described in this work

[51]. We constructed a cubic supercell, fixing the volume and the number to reproduce the

experimental density according to the desired stoichiometry and with minimum

acceptable distance between two atoms set to 2Å, starting with a random initial

configuration. We generated each sample for four different models; (GeSe3)0.9Ag0.1 with

27 Ge atoms, 81 Se atoms and 12 Ag atoms; (GeSe3)0.8Ag0.2 with 24 Ge atoms, 72 Se

atoms and 24 Ag atoms; (GeSe3)0.9Cu0.1 with 27 Ge atoms, 81 Se atoms and 12 Cu

atoms; (GeSe3)0.77Cu0.03Ag0.2 with 23 Ge atoms, 69 Se atoms, 4 Cu atoms and 24 Ag

atoms. These models were annealed and equilibrated for 2.5 ps at 2000K, well above the

melting points. The cells were then cooled to 1000K over 10ps and equilibrated at 1000K

for 5ps. They were then cooled to 300K over 14 ps. Next these systems were equilibrated
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at 300K for more than 50 ps. Finally these systems were fully relaxed. All of the

calculations were carried out under the periodic boundary condition using Vienna

Ab-initio Simulation Package(VASP)[45, 46], with Vanderbilt Ultra Soft pseudopotentials.

VASP is based on density functional theory using a plane wave basis. We used the local

density approximation (LDA) for the exchange correlation energy. These systems were

annealed, equilibrated and cooled using molecular dynamic (MD) option of VASP and

relaxation is carried out under conjugate gradient (CG) mode.

5.3 Result and Discussion

5.3.1 Structural properties

5.3.1.1 Structural properties of amorphous Ge-Se-Ag-Cu

Fig.9.2 shows the total radial distribution functions (RDFs) and structure factors for

our four different models; g-(GeSe3)0.9Ag0.1 , g-(GeSe3)0.8Ag0.2 , g-(GeSe3)0.9Cu0.1 and

g-(GeSe3)0.77Cu0.03Ag0.2. The first peak of the RDF is the contribution from Ge-Se and

Se-Se correlations whereas the second peak is due to Se-Se and Ge-Ag/Cu correlations

(Fig.5.2 and Fig.5.3). There is not much variation in the short range order (SRO) i.e.

nearest neighbor distance and second nearest neighbor distance for the different models.

We observed a slight change in the nearest neighbor distance for the Ag rich model and

Cu rich model. The average bond length and the mean coordination numbers are

presented in Table 8.3. Table 5.2 gives the mean bond lengths for different bonds present

in our models. We did not detect Ge-Ge bonds in any of our models as seen previously in

g-(GeSe3)0.9Ag0.1 [18]. We also observed that both Ag and Cu preferred to have Se as

neighbor with only 16% of Cu/Ag bonded with Ge in our models. These results are very

close to bond lengths measured by Piarristeguy et al. [14]. We have not seen any

experiments for Cu-Ge-Se systems; however the Cu-Se correlation length we observed is

not very far from the value (2.42 Å-2.44Å) measured by Merino et al. [68] for CuInSe2.
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Table 5.1: Short range order; nearest neighbor distance (NN), next nearest neighbor
distance (NNN) and mean coordination number (CN).

NN(Å) NNN(Å) CN

(GeSe3)0.9Ag0.1 2.49 3.75 2.50

(GeSe3)0.8Ag0.2 2.51 3.80 2.92

(GeSe3)0.77Cu0.03Ag0.2 2.45 3.80 2.9

(GeSe3)0.9Cu0.1 2.40 3.83 2.8

We also obtained the silver and copper coordination number for each model. The

coordination number 3.1 of silver at 20% is as predicted(3.0) by Mitkova et al. [69]. The

coordination number 4.67 of copper at 10% is much higher than 2.16 of silver (found to

be 2.0 by Tafen et al. [18]) for the same concentration. Topological information is

presented in Table 5.3. We detected a few 3-fold Ge and 3 and 4 fold Se that we interpret

as a structural defect in our models.

We also compared the static structure factors for our models(Fig.9.2). There is no

significant change in the position of the first two peaks. We observed a weak peak in S(Q)

slightly above 1 Å −1. This peak, which is a precursor to the first sharp diffraction peak

(FSDP), varies as a function of Ag concentration that the peak disappears as Ag

concentration increases, also shown by Piarristeguy et al. [70]. We did not observe any

particular correlation contributing to this peak as the partial structure factors(Fig.5.4)

shows that the peak has contribution from all of the partials. We compared partial

structure factors for (GeSe3)0.9Ag0.1 and (GeSe3)0.9Cu0.1 and observed the only

differences in correlation of Ag-Ag and Cu-Cu as well as in Se-Ag/Cu.
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Table 5.2: Mean nearest neighbor bond lengths(Å) in (GeSe3)0.9Ag0.1 (I),
(GeSe3)0.8Ag0.2 (II), (GeSe3)0.9Cu0.1 (III) and (GeSe3)0.77Cu0.03Ag0.2 (IV) glasses.

I II III IV Expt.[70]

Ge-Se 2.37 2.37 2.35 2.37 2.37

Se-Se 2.39 2.40 2.41 2.40 2.37

Ge-Ag 2.55 2.60 2.60 – –

Se-Ag 2.66 2.66 2.64 – 2.67

Ag-Ag 3.00 2.88 2.95 – 3.05

Ge-Cu – – 2.34 2.35 –

Se-Cu – – 2.34 2.34 –

Ag-Cu – – 2.77 – –

Cu-Cu – – – 2.54 –
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5.3.1.2 Structural properties of liquid Ge-Se-Ag-Cu

We performed thermal MD simulation of our models at 1000K for 25ps in order to

obtain well equilibrated liquid systems. We calculated the radial distribution function

(RDF) and present it in Fig.5.5. The RDFs are averaged over the last 2.5 ps. Figure 5.4

shows the dependence of peak position on the concentration of Ag/Cu with 2.45 Å for

(GeSe3)0.9Cu0.1 , 2.48 Å for (GeSe3)0.9Ag0.1 and 2.53 Å for (GeSe3)0.8Ag0.2 and

(GeSe3)0.77Cu0.03Ag0.2. We also present partial radial distribution functions in Fig.5.6

showing Ge-Ge, Ge-Se, Se-Se and Se-Ag/Cu correlations. All of our models except

(GeSe3)0.9Ag0.1 (2.6Å) confirm the presence of Ge-Ge homopolar bonds with peak

position at 2.71 Å in contrast with the glass. We also observed Se-Se and Ge-Se bond

distances of 2.47Å and 2.50 Å respectively. We observe no concentration dependence on

the first peak position of Ge-Se,Se-Se and Se-Ag/Cu correlations. The major contribution

to the first peak of the total RDF is from Ge-Se,Se-Se and Se-Ag/Cu correlations with

Se-Ag/Cu correlation causing the shifts on the first peak positions. The second peak of the

total RDF is mainly due to Se-Se correlation. We measured the first peak positions of

gαβ(r) and present these in Table 5.4.
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5.3.2 Electronic Properties

5.3.2.1 Electronic properties of amorphous Ge-Se-Ag-Cu

We analyzed the electronic structure of our models through electronic density of

states (EDOS). Fig.5.7-5.8 shows the EDOS and the projected density of states (PDOS)

for the different models. The figures show both the species projected DOS and orbital

projected DOS for our systems. The fermi level has been shifted to 0 in all cases. From

our observation, it can be seen that the basic spectra for our systems look similar to the

EDOS of GeSe binary systems [71]. For Ag doped GeSe3, the first two bands are

dominated by 4s-like state of Se and Ge. The third band consists mainly of p-like states of

Se and d-like states of Ag and partly s-like states of Ge. The fourth band i.e., the lowest

conduction band, contains p-like states of Se and partly s-like states of Ge and d-like

states of Ag. The spectrum with the Cu doped GeSe3 is also similar to Ag doped system

with Cu contribution mostly to the third band with its d-like states at about -2.5 eV. From

our simulation we found that the Γ point optical gap closes as we proceed from Ag rich to

Cu rich. The narrowing of the gap with the addition of Cu is as predicted by Simdyankin

et al.[72] and Aniya et al.[73], who showed that for the low concentration of Cu the gap

closes with the addition of Cu in AsS and AsSe glasses.

To understand the spatial structure of electron states, we visualize the charge density

associated with the eigenstates near the fermi level. We chose the highest state of the

valance band and the lowest state of the conduction band and present the charge density

associated with these states in Fig. 5.11 and Fig. 5.12 respectively. Fig.5.12 illustrates a

somewhat localized state where the charge is primarily on a small cluster of atoms,

whereas Fig.5.11 illustrates a less localized state or the linear combination of nearly

localized states where the charge is distributed to a big cluster. It should be stated that

these states are not fully localized in an Anderson sense, but are strongly spatially
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Figure 5.7: Electronic density of states for amorphous (GeSe3)0.9Ag0.1.

non-uniform near the band edge[51]. Furthermore these figures clearly illustrate the

dominance of p-like Se states and d-like Ag states on the valance tail and p-like Se states

on the conduction tail.

We also analyzed the contribution of each species to the total EDOS near the gap

region. Ge does not contribute to the EDOS near the fermi level in any of our models. But

when we look at the contribution of Se we see substantial changes in our models near the

gap region. To understand this we analyzed the Se EDOS as a function of its coordination

number but we didn’t observe any correlations. However when we analyzed Se EDOS for

Se bonded with Cu or Ag and Se not bonded with Cu or Ag we observed some differences

as shown in Fig.5.13. Independent of the coordination number, Se bonded with Ag opens
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Figure 5.8: Electronic density of states for amorphous (GeSe3)0.8Ag0.2.

the gap whereas Se bonded with Cu closes the gap. Cu also has contribution to the total

EDOS in the gap region however it is lower than that of Se in that region.

5.3.2.2 Electronic properties of Liquid Ge-Se-Ag-Cu

In order to explore electronic properties of the liquid systems we calculated the

electronic density of states at 1000K. We observed qualitatively similar pictures for the

EDOS for all the models. To illustrate, we present EDOS of liquid (GeSe3)0.8Ag0.2 along

with amorphous (GeSe3)0.8Ag0.2 in Fig.5.14. Relative to the glass, we observed almost no

change in valence band in contrast to the conduction band that has been shifted towards

the valance band filling the gap completely. The presence of a few homopolar Ge-Ge
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Figure 5.9: Electronic density of states for amorphous (GeSe3)0.77Cu0.03Ag0.2.

bonds, 2-fold Ge(25%),1-fold Se(18%) and 1-fold Ag(13%) as compared to non of these

observed in amorphous (GeSe3)0.8Ag0.2 is also noted.

5.3.3 Ion dynamics

We studied the dynamics of Ag and Cu ions in the GeSe3 host by computing the

mean square displacement (MSD) for each atomic constituent as:

⟨r2(t)⟩a =
1

Na

Na∑
i=1

⟨|r⃗i(t) − r⃗i(0)|2⟩ (5.1)

where the quantity in ⟨⟩ is the calculated statistical average over the particular atomic

species α. We carried out constant temperature molecular dynamic(MD) calculations at

three different temperatures 300K, 700K and 1000K in order to study ion dynamics in our

the amorphous as well as the liquid systems.
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Figure 5.10: Electronic density of states for amorphous (GeSe3)0.9Cu0.1.

5.3.3.1 Amorphous Ge-Se-Cu-Ag

As expected, at 300K none of the ions showed substantial diffusion. In order to

illustrate the diffusion we chose T=700K and present the MSD for each species for each

system calculated at this temperature in Fig.5.15. At 700K Ag ions show significant

diffusion consistent with the previous result[18] in contrast to Cu ions that do not diffuse

as much. To elucidate the diffusion of these ions we examine the trajectories for 20ps.

Fig.5.16 and 5.17 show two dimensional projections of the trajectories of the most and the

least diffusive ions in (GeSe3)0.9Ag0.1 and (GeSe3)0.9Cu0.1. The trajectories illustrate the

wide range of diffusion for the ions with displacement ranging 1Å-3.87Å in

(GeSe3)0.9Ag0.1, 2Å-6.71Å in (GeSe3)0.8Ag0.2 and 1Å-3.74Å in (GeSe3)0.9Cu0.1. For the

mixed-ion model (GeSe3)0.77Cu0.03Ag0.2 this displacement ranges between 1.73Å-2.82Å
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Figure 5.11: Charge density of the highest state of valance band in amorphous
(GeSe3)0.8Ag0.2. The blue, green and red spheres are respectively Ge, Se and Ag atoms,
and white clouds around the atoms are charge density.

Figure 5.12: Charge density of the lowest state of conduction band in amorphous
(GeSe3)0.8Ag0.2. The blue, green and red spheres are respectively Ge, Se and Ag atoms,
and white clouds around the atoms are charge density.
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Figure 5.13: Comparison of Se projected electronic density of states between Se
bonded with Ag/Cu and Se not bonded with Ag/Cu in amorphous (GeSe3)0.9Ag0.1 and
(GeSe3)0.9Cu0.1.

for Cu and 1.41Å - 8.06Å for Ag. For Ag rich models more than 60% of the ions have

displacements greater than the average displacement (2.36Å in (GeSe3)0.9Ag0.1and 4.47Å

in (GeSe3)0.8Ag0.2) whereas for Cu, the majority has displacement smaller than the

average(2.11Å). The wide range of diffusion can be attributed to variation in the local

environment of the ions. To illustrate this we calculated the local densities of the most and

the least mobile ions. We employed a sphere of radius 5.0Å around the ion and calculated

the mean density of atoms inside the sphere. We observed that the most diffusive ion is

located in the region with lower local density. In other words the most mobile ions have

the wider variation of the local density as compared to that of the least mobile ion.

Fig.5.18 shows one such comparison.
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Figure 5.14: Electronic density of states for liquid (GeSe3)0.8Ag0.2 (green/solid line) and
amorphous (black/dashed line) (GeSe3)0.8Ag0.2. Fermi level shifted to 0 eV

5.3.3.2 Liquid Ge-Se-Cu-Ag

One of the main properties of a liquid is the high diffusivity of atoms in the system.

To illustrate this, we calculated the mean square displacements for each species at 1000K

in all of our models. The diffusion plots as presented in Fig.5.19 shows that the MSD of

each species increases rapidly as compared to that at 700K. We observe Ag diffusion still

significantly larger than the host particles however; Ge and Se atoms are also diffusing

rapidly. As before Cu still does not show high diffusion as Ag does compared to the host

atoms.

Based on the plots we calculated diffusion coefficients using Einstein relation[10].

The time scale of about 20ps for our simulation was adequate to equilibrate the systems.
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The Einstein relation for self-diffusion is given by:

⟨|r⃗i(t) − r⃗i(0)|2⟩ = 6Dt +C (5.2)

where C is a constant and D is the self-diffusion coefficient. The conductivity can be

calculated from the equation

σ =
ne2D
kBT

(5.3)

where n is the number density of ions. The temperature dependence of the diffusion is

shown in Fig.5.20 and the values of diffusion coefficients and conductivities at different

temperatures are presented in Table 5.5. We did not find experimental results for the
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Figure 5.16: Trajectories of the most and the least diffusive Ag ions at 700K as a function
of time in amorphous (GeSe3)0.9Ag0.1.

conductivity of Cu ions; however Ag conductivity is close to ones reported by Urena et

al.[74].

5.3.4 Trap centers and hopping of ions

To illustrate the different ionic transport properties of Ag and Cu, it is essential to

study the local environment of Ag and Cu in our models. Fig.5.21 shows the local

environment for Ag and Cu in (GeSe3)0.9Ag0.1and (GeSe3)0.9Cu0.1respectively. In the

relaxed networks, most of the Ag ions(58.3%) are found to occupy the trap centers,

between two of the host sites as also predicted by the previous workers [18, 67] but this is

not the same case with Cu. Cu is always surrounded by more than two host atoms that

makes the traps for Cu more rigid than for Ag. In Ag rich systems at 300K, we observed
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Table 5.5: Self diffusion coefficient D and conductivity σ at 300K, 700K and 1000K
for (GeSe3)0.9Ag0.1 (10%Ag), (GeSe3)0.8Ag0.2 (20%Ag), (GeSe3)0.9Cu0.1 (10%Cu) and
(GeSe3)0.77Cu0.03Ag0.2 (0.77%Cu)

T(K) D(cm2/s) σ(Scm−1)

This work Expt.[74]

10%Ag 300K 1.15×10−9 2.63×10−5 1.3×10−5

700K 4.53×10−6 0.0444 0.0207

1000K 1.23×10−5 0.0845 0.0898

20% 300K 1.16×10−8 5.3×10−4 7.5×10−5

700K 1.20×10−5 0.235 0.0657

1000K 2.53×10−5 0.347 0.2584

10%Cu 300K 7.3×10−10 1.67×10−5

700K 3.3×10−6 0.0323

1000K 1.13×10−5 0.0775

0.77%Cu 300K DAg=1.06×10−8 4.85×10−4

DCu=7.16×10−9 1.63×10−5

700K DAg=1.30×10−5 0.254

DCu=1.16×10−6 0.0038

1000K DAg=2.42×10−5 0.332

DCu=5.24×10−6 0.012
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Figure 5.17: Trajectories of the most and the least diffusive Cu ions at 700K as a function
of time in amorphous (GeSe3)0.9Cu0.1.

that Ag is basically trapped with only a few hopping events. At 700K the lifetime of the

trap decreases and hopping occurs. We observed the life time of the traps varying from

1ps - 3.5ps. However at 1000K we failed to observe the well defined hopping events

because of the high the diffusion of the host itself. In the Cu rich system the story is

completely different. Even at 700K we could observe only a few hopping events with

much larger trap life time. It has also been shown by previous workers that the nature of

trap or cage depends mainly on coordination number, nearest neighboring distance and

angular distribution of the nearest neighbors[75]. The low coordination number of Ag

makes it easy to escape the trap whereas for Cu, high coordination number, smaller
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of time in amorphous (GeSe3)0.8Ag0.2.

neighbor distance and uniform angular distribution like tetrahedral network makes it very

hard to escape from the trap.

5.4 Conclusion

We prepared different Ag and Cu doped GeSe3 glass and liquid models by ab initio

simulation using the ’melt-quench’ method and analyzed their structural and electronic

properties. We also simulated dynamics of Ag and Cu ions using molecular dynamics. We

were able to reproduce structural data as provided by X-ray diffraction. From the

electronic density of state we observed that the increase in Ag concentration widens the

optical gap whereas increase in Cu concentration narrows the gap. We were also able to

see the metallic behavior for the liquid systems with the gap closing completely at 1000K.
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We were able to show the diffusion of the ions even in our time scale and predict the

conductivity close to the experimental data. We also studied the trap and found that Cu

traps are more rigid that those for Ag making very hard for Cu to diffuse.
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6 EXAFS study of structural properties of Ge-Sb-Te thin

films.

6.1 Introduction

Ge, Sb and Te based phase-change memory materials (PCMM) have been intensely

studied for decades for their application in phase change memory devices[20]. PCMM

have already been successfully used in rewritable media such as compact disks (CDs) and

digital versatile disks (DVDs)[19, 76] and are currently being used in non-volatile

electrical memory devices owing to their high switching speed and excellent

scalability[77]. Among all the Te based alloys for the optical and electric memory

applications,Ge2Sb2Te5(denoted as GST(225))is most widely studied because of its high

switching speed and long-term stability[78]. Even though properties of PCMM(e.g.,

electrical and optical properties) are well characterized[79], the mechanism of the

structural rearrangement that takes place during crystallization and amorphization in these

materials is incompletely understood. It is well known that the crystal structure of

GST(225) closely resembles the rock-salt structure with Te atoms occupying one fcc

sublattice site and Ge, Sb and vacancies occupying the second fcc sublattice site[19, 80].

However the structure of amorphous state of the alloy is still a topic of debate. The

structure of amorphous GST(225) has been intensively investigated by EXAFS[81, 82],

X-ray and neutron scattering[83, 84] and molecular dynamic simulations [23, 85–87].

In this study, we focus on atomic structure of amorphous Ge-Sb-Te (GST) alloys

prepared using an electrodeposition and radio frequency sputtering methods. The purpose

of this work is to understand the atomic structure of amorphous Ge-Sb-Te (GST)

synthesized by using different methods. Various methods have been utilized for the

synthesis of PCMM, and among which sputtering is employed dominantly. However, its

poor performance in covering complex surfaces has become a critical issue in downsizing



87

the memory devices. The electrodeposition method could be one of the solutions for this

problem because of its ability to deposit materials on mostly curved surface. This ability

can be utilized to grow GST alloys in nanoporous materials and thus enables miniaturizing

the phase-change memory devices. We perform an EXAFS analysis to study the atomic

structures.

6.2 Methods

6.2.1 Electrodepostion

Ternary GST materials were synthesized by an electrodeposition method using a

traditional three-electrode cell. A Princeton Applied Research potentiostat (model 273a)

was used as the power source for the electrodeposition. The counter, reference, and

working electrodes used for the electrodeposition were a platinum foil, a saturated

calomel electrode (SCE), and a gold film (c.a. 50 nm in thickness) coated on a microscope

glass slide, respectively. The electrodeposition was conducted at 22oC on two solutions

that contain Ge, Sb and Te ions. The solutions were prepared by adding various amounts

of GeO2, SbCl3 and TeO2 powders to a mixture of 1M nitric acid and 1M sulphuric acid.

Then the solutions were stirred for an extended period of time until all the powders were

dissolved completely. The final solutions were adjusted to pH = 0.3 by adding NaOH.

The deposition voltage was fixed at -0.6V (relative to SCE) for both solutions. The

current densities were 0.5 and 0.8 mA/cm2 for Sample 1 and 2, respectively, and the

current was stable during the deposition. The thickness of the deposited films was

estimated to be 100–200 nm.

6.2.2 Radio Frequency Sputtering

Ge1Sb2Te4 thin film was prepared by radio frequency sputtering(13.56 MHz) from a

Ge1Sb2Te4 target (50 mm in diameter) in pure Argon at an average power of 5 Watts/cm2.
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Table 6.1: Solution contents and the sample composition

Deposition method Ge% Sb% Te%

Electrodeposition 6 9 85

9 27 63

Sputtering 16 28 56

Silver plates each measuring 8mm ×15mm ×1mm were placed on the target, with thin

Tantalum foil placed between the plates and the Ge1Sb2Te4 target. Typical Ar pressure

was 8 mTorr. Thickness of the films was measured with a quartz crystal thickness monitor.

The compositions of the Ge1Sb2Te4 film were obtained by energy dispersive X-ray

spectroscopy (EDXS) performed at multiple locations of the samples and presented in

Fig.6.1.

The EXAFS experiment was conducted at the 5-BM beamline of the Advanced

Photon Source (APS), Argonne National Laboratory. The synchrotron ring was operated

at 7GeV in a standard top-up mode with a constant beam current of 100 mA. The Ge

K-edge(11.104KeV) EXAFS spectrum was measured under transmission mode and

Sb(30.491KeV) and Ag(25.514KeV) K-edge spectra were measured under fluorescence

mode. The transmitted X-ray beams were measured by the ionization chamber and the

fluorescence signals from the samples were collected by a 13-element Ge detector at room

temperature. A reference sample that contains the three elements was used as a reference

to calibrate the X-ray energy for different scans at the same K edges.

The process of analysis of the data is described in Chapter 3. The scattering paths

and phase shift information were calculated by using FEFF[7] using a model of

Ge2Sb2Te5 of Ref. [23] and the structural parameters in the expression of χ(k) were

optimized by using Artemis[6].
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6.3 Results and Discussion

The EXAFS oscillations (χ(k)) were extracted from the normalized absorption

spectra and then Fourier transformed (FT) to get derived χ(r) spectrum. The derived χ(r)

spectrum provides structural information such as bond length, coordination number and

mean square relative displacement (MSRD) of the absorbing atoms. It should be noted

that these χ(r) spectra are not a true radial distribution function since we ignored a

multiple scattering effect, and the apparent distances in the FT magnitude are shifted due

to the phase shift term ϕ(k). However, as the average bond length can be derived from the

FT magnitude via correction of the total phase shift experienced by the photo-electron, the

FT magnitude is often referred to as the pseudo-radial distribution function. Fig. 8.2

shows k3 weighted Ge and Sb χ(r) spectra of the GST samples(uncorrected for phase

shifts) with. k ranges selected for the Fourier transform were 3–10Å−1 and 4–10Å−1 for

Ge and Sb edges, respectively. Beside the main peaks, we also observed smaller peaks

near 1.0–2.0Å mainly in Ge and Sb edge spectra. These peaks are mostly due to a

termination effect caused by finite k range of Fourier transform and thus are neglected in

the analysis. To obtain the structural parameters, these χ(r) spectra were fitted with

Artemis[6] using the appropriate scattering paths calculated from a corresponding GST

model via FEFF[7]. Since the atomic numbers and radii of Sb and Te are close to each

other, and they may not readily be distinguishable via EXAFS, the contribution from Sb

neighbor atoms was ignored. This is appropriate in the analysis because, as also reported

by Prasai et al. in the ab-initio molecular (AIMD) generated models, the probability of

finding Sb as a neighbor is less than 0.15 for all Ge, Te and Sb central atoms. The fitted

average bond lengths and the coordination numbers are illustrated in Table 6.2.

As a benchmark, we started with Sample 3 (Ge16Sb28Te56) which has a composition

close to Ge1Sb2Te4 . The average Ge-Te bond length of 2.61 Å and Sb-Te bond length of
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Table 6.2: Fitted structural parameters of the first atomic shells of the Ge and Sb atoms in
Sample 1 (Ge6Sb9Te85), Sample 2 (Ge9Sb27Te63), and Sample 3 (Ge16Sb28Te56).

Bond Samples Bond Coord. σ2(Å2)

Pairs length(Å) No. (×10−3)

1 2.61±0.01 3.4±0.6 5.0±0.9

Ge-Te 2 2.61±0.01 3.2±0.6 4.5±1.0

3 2.61±0.01 3.1±0.6 4.6±0.5

aGe1Sb2Te4 2.61±0.01 3.3±0.3 3.5±0.4

bGe2Sb2Te5 2.63±0.01 3.3±0.2

1 2.86±0.01 3.2±0.6 5.6±1.1

Sb-Te 2 2.84±0.01 3.0±0.5 5.4±0.9

3 2.84±0.01 2.9±0.6 4.8±0.8

aGe1Sb2Te4 2.84±0.01 2.9±0.4 3.7±0.6

bGe2Sb2Te5 2.83±0.01 2.8±0.1

a Ref. [21]

b Ref. [82]
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Figure 6.1: (Color online)Magnitude of k3 weighted χ(r) spectra (uncorrected for phase
shift) in GST samples. k ranges chosen for the Fourier Transform are; 2-12 Å−1 for Ge
K-edge (a) and 3-11 Å−1 for Sb K-edge (b).

2.84Å obtained from our analysis are in consistency with the previously reported bond

lengths for a-Ge1Sb2Te4 [21, 84]. These numbers are also similar to those reported for

a-Ge2Sb2Te5 [81, 82] that also lies on the same pseudo-binary line of GeTe and Sb2Te3.

Moreover, the coordination numbers of Ge and Sb are similar to those previously reported

results[21, 82].

Now turning back to other samples, we observed no difference in the average Ge-Te

bond lengths as the relative concentration of Ge increases (see Table. 6.2). In contrast,

Sb-Te bond length showed some significant dependence on relative concentration of Sb in

the samples. The average Sb-Te bond length is observed to be longer in the sample in

which the concetration of Sb is very low as compared to that of Te. Nevertheless we
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observed no significant difference in the average bond lengths between Sample 2 and 3,

implying the similar local structure irrespective to the methods of sample preparations.

The coordination numbers on the other hand are observed to be decreased for both Ge and

Sb as the relative concentration of Ge and Sb increases.

The overall disorder parameters (i.e., MSRD) for the Ge-Te and Sb-Te pairs can be

found in Table 6.2. The MSRD for the Sb-Te pairs was relatively higher in all samples as

compared to the Ge-Te pairs, inferring more disorder in the case of Sb. One of the reasons

behind this difference is probably due the fact that in a covalent network, the average

coordination number of Sb is 3 while that of Ge is 4. The more rigid Ge-Te bonds make

the network less flexible and thus result in a smaller value in the disorder parameter.

6.4 Conclusion

Ge-Sb-Te ternary mixtures with three different compositions were synthesized

successfully using an electrodeposition or RF sputtering method. The EXAFS analysis

confirms no significant difference in the average Ge-Te and Sb-Te bonds depending on the

method of sample preparation. Although sputtering method is employed dominantly, its

poor performance in covering complex surfaces limits the use of sputtering methods. The

use of electrodepostion method can solve this issue as this method is known to have an

ability to deposit materials on any surfaces irresptive of its curvature and thus can be

utilized to grow GST alloys in nanoporous materials and thus enables miniaturizing the

phase-change memory devices.
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7 Direct ab-initio molecular dynamic study of ultrafast

phase change in Ag-alloyed Ge2Sb2Te5

B. Prasai, G. Chen, and D. A. Drabold

Direct ab-initio molecular dynamic study of ultrafast phase change

in Ag-alloyed Ge2Sb2Te5

Applied Physics Letters, 102, 041907 (2013).

7.1 Introduction

With highly contrast optical and electrical properties, and ultrafast phase transition

from amorphous to crystalline, phase change materials (PCMs) make themselves serious

candidates for the next generation non-volatile memory technology[19, 88]. Already

being used in commercially available rewritable optical devices and phase change random

access memory (PCRAM), Ge2Sb2Te5 (GST), with the compositions around

GeTe-Sb2Te3 pseudobinary line[20], is one most popular PCMs.

The computational design of materials is still in its nascent stages, but is widely

recognized to be one of the prime frontiers of materials science. The challenges are

daunting for several reasons, among these: time and length scales drastically different in

simulation compared to laboratory samples, the need for realistic interatomic interactions

(nowadays largely based upon pseudopotentials and density functional theory) leads to

tremendous demand for computational resources. In the case of the phase change memory

materials, with compositions near Ge2Sb2Te5 (GST), there is clear evidence that current

first principles simulations can accurately simulate phase changes on the time scales

accessible to these codes[86]. Other work suggests that key quantities like crystallization

speed can be meaningfully inferred from such simulations[86]. These materials are of
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fundamental interest for their ultrafast phase changes and are the leading candidate to

replace current non-volatile computer memory, a multi-billion dollar market.

In this study, we explore new candidate phase change materials and show that a

silver-doped variant may be superior to conventional GST. We elucidate the process of

crystallization in atomistic detail and particularly note the role of the Ag in producing

more stable and chemically ordered materials. Beside the specific prediction that the Ag

alloy systems deserve careful exploration, we highlight the existence of a promising

unexplored which strongly suggests that others probably exist as well, and deserve

exploration.

7.1.1 Molecular Dynamic simulations

We have implemented an ab-initio molecular dynamic (AIMD) simulations to study

the ultrafast crystallization of Ag-doped (alloyed)Ge2Sb2Te5. The AIMD calculations

were performed using Vienna Ab-initio Simulation Package (VASP)[45–47] to generate

models of Ge2Sb2Te5 and Ag0.5Ge2Sb2Te5 (AGST) with 108(24 Ge atoms, 24 Sb atoms

and 60 Te atoms) and 114(24 Ge atoms, 24 Sb atoms, 60 Te atoms, and 6 Ag atoms)

atoms, respectively. The calculations were performed by using the projector

augmented-wave (PAW)[89, 90] method to describe electron-ion interactions. The

Perdew-Burke-Ernzerhof (PBE)[91] exchange correlation functional was used throughout.

Molecular-dynamics (MD) simulations were performed in a cubic supercell with a time

step of 5.0 fs using periodic boundary conditions at constant volume for annealing,

equilibrating and cooling, whereas, zero pressure conjugate gradient (CG) simulations

were performed for relaxation. The final models were prepared by using the `̀ Melt and

Quench´́ method[51] starting with a random configuration at 3000K. Densities of 6.046

gcm−3 and 6.234 gcm−3, respectively for GST and Ag-GST, were used during the process.

After mixing the random configurations at 3000K for 20ps, each model was cooled to
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1200K in 10ps and equilibrated for 60ps. A cooling rate of 12K/ps was adopted to obtain

the amorphous models from the melt at 1200K to 300K and followed by equilibration at

300K for another 50ps. Finally the systems were fully relaxed to a local minimum at 0

pressure. Three different models were generated for each of the structures. For the

illustraion purpose one such zero-pressure structure, each of amorphous GST and AGST,

is presented in Fig.9.1(a-b).Each of these models was then equilibrated at 300K for 25ps

and data was accumulated for the last 10ps and statistically averaged to study the

structural properties. Three independent models were generated for both structures.

7.2 Result

7.3 structure

The relaxed structures of amorphous and crystalline Ge2Sb2Te5 and

Ag0.5Ge2Sb2Te5 are presented in Fig.9.1. To investigate the modification of GST network,

we analyzed the structural properties of the models via partial pair correlation functions

(PPCFs), bond angle distributions (BADs) etc. The PPCFs and BADs at 300K are

presented in figures 7.2 and 9.3 respectively. The peaks at 2.91, 4.11, and 6.25Å agree

well with results reported by Akola et al. [92](2.88, 4.17, and 6.25Å). Except for few

minor modifications, the PPCFs are identitcal in both the pure and doped a-GST. The

detailed average bond lengths are presented in Table.7.1. One of the noticable changes is

in amorphous Ge-Te bond length which is found to be increased (by 0.02Å) in doped

GST. This slight change in the Ge-Te bond length can be attributed to change in Ge

environment which is also reflected in Ge centered BAD. The supression near 109o in the

BAD confirms the reduction of tetrahedral Ge due to addition of Ag. The reduction of

tetrahedral Ge causes the decrease in the average Ge-Te bond length since Ge-Te bond

lenghts with tetrahedral geometry is smaller than Ge-Te with octahedral geometry
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(a) (b)

(c) (d)

Figure 7.1: Simulated structures of a) a-Ge2Sb2Te5 , b) a-Ag0.5Ge2Sb2Te5 , c)c-
Ge2Sb2Te5 , and d) c-Ag0.5Ge2Sb2Te5. (Model 3).

[93, 94]. This can further be verified by equal Ge-Te bond lengths in crytalline phase

where it is believed that all the tetrahedral Ge changes to an octahedral geometry. On the

other hand, Sb-Te bond length remains same with no major change in the Sb-Te PPCF and

Sb-centered BAD, in both the phases. This can also be supported by the fact that Sb

always takes octhedral geometry in either of the phases. Besides Ge-Te and Sb-Te bonds
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Figure 7.2: Partial pair correlation functions in amorphous and crystalline Ge2Sb2Te5 and
Ag0.5Ge2Sb2Te5 at 300K. Only one model(Model 3 ) from each of the Ge2Sb2Te5 and
Ag0.5Ge2Sb2Te5 models is presented for the illustrations purpose. Models with almost
identical wrong bonds were chosen.

pairs we observed a significant amount of Ge-Ge, Ge-Sb, Sb-Sb and Te-Te bond pairs.

These bond pairs which are termed as wrong bonds[86], count up to 25% in amorphous

phases and comes down to about 6% in the crystalline phases. From the analysis of the

local sturcture, we are also able to identify the interaction of the dopants (Ag atoms) in the

host network. The Ag PPCF confirms that Ag is mainly bonded to Te rather than to Ge or

Sb. This is also true in crystalline phase where Ag takes the vacancy sites(or similiar sites

as Ge/Sb). Similar to the amorphous phase, the crystalline phases of both Ge2Sb2Te5 and
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Figure 7.3: Bond angle distributions(Model 3) in amorphous and crystalline
Ge2Sb2Te5 and Ag0.5Ge2Sb2Te5 at 300K.

Ag0.5Ge2Sb2Te5 confirms almost identical correlations functions. The peaks at 2.98, 4.26,

5.35, 6.87, and 7.45Å well represent the reminisence of crystalline Ge2Sb2Te5 . These
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values are in good aggrement with results reported by Akola et al. [92]. The peaks at 2.98,

5.35 and 6.87Å are attributed to X-Te (where X=Ge,Sb,Ag) correlations whereas peaks at

4.26 and 7.45Å to so called wrong bonds(Ge-Ge,Ge-Sb,Sb-Sb, and Te-Te). In both of the

phases there is no well defined Ag-Ag correlations. After relaxing both the phases of GST

and AGST at 0 pressure we computed the atomic densities to compare the relative changes

in the density between amorphous and crystalline phases. We observed relatively smaller

density change (4.61%) between the two phases of AGST in contrast to density change of

6.84 % in pure GST. This smaller volume(density) change in Ag-doped GST results in the

reduced residual stress in the PCM devices. We computed the coordination numubers by

integrating the PPCFs upto the first minimum and present in Table9.3. From the

coordination number analysis it is confirmed that the Ge-Te (NGe−Te) and the Sb-Te

coordination numbers (NS b−Te) is not significantly affected as a result of doping. One

interesting observation is the significant reduction of homopolar bond in

Ag0.5Ge2Sb2Te5 as compared to Ge2Sb2Te5 .

Table 7.1: Average bond distances(in Å) in amorphous and crystalline Ge2Sb2Te5 and
Ag0.5Ge2Sb2Te5 at 300K, averaged over all three models. The deviation in the peak
positions is within 0.01Å.

Bonds a-GST a-AGST c-GST c-AGST

Ge-Ge 2.76 2.68

Ge-Te 2.78 2.80 2.92 2.92

Ge-Sb 2.85 2.79 2.90 2.82

Sb-Sb 3.00 3.00 2.97 3.29

Sb-Te 2.97 2.97 3.20 3.20

Te-Te 2.97 2.94 2.97 2.97

Ag-Te 2.89 2.90
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Table 7.2: Comparison of coordination statistics in Ge2Sb2Te5 and Ag0.5Ge2Sb2Te5 at
300K, averaged over all three models. The deviation is within 5%.

Ge Sb Te Ag

a-GST

Ge 0.55(0.58) 0.15(0.17) 3.48(3.63) -

Sb 0.15(0.17) 0.49(0.42) 2.78(2.83) -

Te 1.39(1.45) 1.11(1.13) 0.25(0.20) -

c-GST

Ge 0.04(0.04) 0.12(0.13) 5.38(5.38) -

Sb 0.12(0.13) 0.25(0.25) 5.23(5.08) -

Te 2.15(2.15) 2.09(2.03) 0.22(0.20) -

a-AGST

Ge 0.38(0.5) 0.37(0.46) 3.44(3.46) 0.13(0.04)

Sb 0.37(0.46) 0.37(0.42) 2.82(2.79) 0.03(0.08)

Te 1.37(1.38) 1.13(1.11) 0.14(0.17) 0.38(0.42)

Ag 0.50(0.17) 0.14(0.33) 3.77(4.17) 0.03(–)

c-AGST

Ge 0.04(-) 0.36(0.35) 5.41(5.34) 0.04(0.02)

Sb 0.36(0.46) 0.03(0.08) 5.21(5.18) 0.04(0.02)

Te 2.16(2.14) 2.08(2.07) 0.17(0.09) 0.53(0.53)

Ag 0.16(0.18) 0.16(0.08) 5.29(5.33) –

7.4 Electronic Properties

We also computed the electronic density of states (EDOS) to compare the electrical

properties of Ge2Sb2Te5 and Ag0.5Ge2Sb2Te5 and present in Fig.9.5. The EDOS shows

no major differences, with p-like states of Te, Sb and Ge dominating both the valence and
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Figure 7.4: Electronic desity of stats(EDOS) in the two phases of Ge2Sb2Te5 and
Ag0.5Ge2Sb2Te5. (Model 3).

the conduction band. Ag on the other hand contribute to d-like state about 4eV below the

fermi level. The gamma point band gap is observed to decrease with the presence of Ag.

Since the larger band gap in a-GST as compared to c-GST is due the presense of

sp3-bonded Ge atoms[85], the reduced band gap due to doping can also be attributed to

the reduction of the tetrahedral Ge atoms.

7.5 Optical Properties

One of the reasons why PCMs are so useful is the contrast optical properties they

possess. Fig.9.6 illustrates the comaprison of the dielctric functions in Ge2Sb2Te5 and

Ag0.5Ge2Sb2Te5 . The imaginary part and the real part of the dileclectric function confirm
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that the optical contrast is preserved in Ag0.5Ge2Sb2Te5 . These results are in a good

agreement with the results reported by Shportko et al. [95] (presented in the insets of

Fig.9.6). We estimated the optical dielectric constant i.e. the lower energy-limit of the real

part of the dielectric function (ω→ 0) and present in Table 7.3. We observed a slightly

higher dielectric constant in Ag0.5Ge2Sb2Te5 as compared to Ge2Sb2Te5 and attribute this

to a fact that the medium-range order is improved in Ag0.5Ge2Sb2Te5. This improved

medium-range order which is needed for resonant bonding and is absent in the amorphous

phase[95] can lead to the faster crystallization in Ag0.5Ge2Sb2Te5 over Ge2Sb2Te5.

Table 7.3: Comparison of dielectric constant between the two phases of Ge2Sb2Te5 and
Ag0.5Ge2Sb2Te5. (Model 3)

Material Amorphous Crystalline %increase

Ge2Sb2Te5 25.9 53.0 105

Ge2Sb2Te5(Ref.[95]) 16.0 33.3 108

Ag0.5Ge2Sb2Te5 26.9 60.2 124

7.6 Crystallization

To directly investigate amorphous to crystalline phase transition, we annealed the

a-GST and a-AGST models at 600K and 650K respectively until each of the models is

crystallized. The whole process consists mainly of three regions(I, II, and III), as also

explained by Lee et al.[96]. The region I is basically termed as the incubation period, the

region II that starts at the end of the incubation period is the main region where the whole

process of crystallization occurs and the third region(III) defines the completely

crystallized state. To understand the whole crystallization process we observed the

evolutions of total energy of the system, the number of 4-member rings (seeds), and the

number of wrong bonds as a function of time and present in Fig.9.8. Interestingly, we
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observe almost no change in the total energy and the number of 4-member rings during

the incubation period(region I), however, we observe the significant decrease in the

number of wrong bonds. Wrong bonds keep decreasing during the crystallization period

(region II) until the crystallization period is complete. About 5 to 7 % of wrong

bonds(mainly Ge-Sb and Sb-Sb bonds) still present even after the crystallization is

occured. The total energy and the number of 4-member rings on the other hand are found

to be correlated to each other, with number of rings increasing monotonously during the

crystallization period. We further computed the evolution of pair correlation functions, the

Ge-centered bond angle distribution and the coordination numbers(for model 3) and
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present in figures 7.7,7.8, and 7.6(b) respectively. The top panels of Fig.7.7 represent the

total pair correlation functions (TPCF), middle panels the X-Te pair correlation functions

and bottom panels the correlation of wrong bonds. All of these figures clearly depict the

evolution of medium to long range order which is the signature of the crystalline

structures. The prominent medium to long range peaks start evolving during the period II.

The average peak postions at 2.98Å, 5.3Å, and 6.8Å for X-Te and 4.2Å and 7.4Å for

wrong bonds well represent the crystalline GST structure. Similarly, Ge-centered BAD

(Fig.7.8) shows narrow and prominient distribution around 90o and 180o, the singatures of

crystalline GST structures. The peak at 90o becomes narrow and tall illustrating the

conversion of tetrahedral Ge (angular distribution at 109o) into the octrahedral Ge. The

peak at around 180o also becomes visible during the period II showing a clear correlation

with the pair correlation functions. The coordination numbers(CN), on the other hand

depicts a correlation with the total energy of the system i.e. the CN is almost constant

during the incubation period while starts increasing during the crystallization period and

becomes constant after the crystallization is estabilished.

Now, to investigate the effect of dopant (Ag) to the crystallization we compare total

energy, the number of four member rings and the coordination number (Fig.9.8 and

7.6(b)). Since the crystallization of three different models of pure GST shows big

fluctuation in the duration of region I and II, especially the region I, the estimation of

crystallization time shows big uncertainty. The incubation periods(region I) in three

different pure Ge2Sb2Te5 models vary from 50 ps to 200ps whereas the crystallization

periods (region II) vary from 40ps to 150ps. These times in Ag0.5Ge2Sb2Te5 are

(80-110ps) for incubation periods and (70-110) for crystallization periods. To understand

this we examined the local structures of the starting configuration of the three GST

models. Interestingly we observe a clear distinction in the number of wrong bonds and
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Figure 7.6: a) Comparison of the total energy (top), the number of four-fold rings (middle),
and the number of wrong bonds (bottom) and b) coordination numbers as a function of time
in Ge2Sb2Te5 and Ag0.5Ge2Sb2Te5.(Model 3).

four membered rings, i.e. the model with the incubation as well as the crystallization

period shorter has the least number of wrong bond and most number of four membered

rings(more ordered in a plane). Hence, to compare the crystallization of Ge2Sb2Te5 and

Ag0.5Ge2Sb2Te5 we chose configuration with almost the same number of the wrong

bonds. We observed a clear contrast in the duration of both the incubation period and the

crystallization period in these two networks. Both of the periods were shorter in AGST

than in Ge2Sb2Te5. Total of these two periods in AGST measure about 200ps against

about 315ps in pure Ge2Sb2Te5, clearly suggesting a faster crystallization in Ag-doped

GST. The total coordination numbers in the crystallization has been improved due to the

high coordination number of Ag. We further, computed the difference in the energies

between the amorphous and the crystalline phases in both the GST and AGST. The energy

difference of 80 meV/atom in Ag0.5Ge2Sb2Te5 is about 20meV/atom more than that of
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pure Ge2Sb2Te5. This larger energy difference could explain the better thermal stability of

Ag0.5Ge2Sb2Te5 which could improve the data retention capability.
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7.7 Conclusion

In conclusion, we have used AIMD simulations to study the effect of Ag doping in

Ge2Sb2Te5. The medium range order is found to be improved with the addition of Ag in

the form of increased four membered rings and decreased tetrahedral Ge whereas the local

structure is well preserved. We were also able to simulate the whole process of amorphous

to crystalline phase transition. The incubation period and the crystallization period were

found to depend on the wrong bonds presented in the amorphous phase. Moreover, our

simulation revealed that the crystallization speed is increased by doping Ge2Sb2Te5 with

Ag. The larger energy/atom difference between amorphous and crystalline phases also

suggests that Ag0.5Ge2Sb2Te5 is thermally more stable than Ge2Sb2Te5. On the other

hand, smaller density difference in Ag0.5Ge2Sb2Te5 between the two phases as compared

to Ge2Sb2Te5 could well reduced the residual stress in the PCM devices. Furthermore, the

increased difference between the optical constrast between two phases as well as the

increased crystallization speed could well be implimented in PCM devices with better

performance.
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8 Atomistic origin of rapid crystallization of Ag-doped

Ge-Sb-Te alloys: A joint experimental and theoretical

study

B. Prasai, M.E. Kordesch, D. A. Drabold, and G. Chen

Atomistic origin of doping-enhanced rapid crystallization in Ag-doped

Ge-Sb-Te alloys:

a joint experimental and theoretical study

Phy. Status Solidi B, 1-6 (2013).

8.1 Introduction

Chalcogenide alloy systems have proven to be among the most flexible and useful

materials. They are the basis of rewritable DVD technology[19], phase change[2] and

conducting bridge[1] computer memory, they exhibit exotic and apparently unique

photo-response, including the opto-mechanical effect[97]. Chalcogenide glasses doped

with transition metals are solid electrolytes with many potential applications[1].

GST alloys near the pseudobinary GeTe-Sb2Te3 tie line [20] are widely accepted

phase-change memory materials (PCMM) for application in optical and electronic

memories because of their outstanding switching performance, and efforts have been

devoted to improve material properties such as switching speed, phase transition

temperature, and thermal stability. One way to modify the physical properties of PCMM

is by doping or alloying with other elements. Doping has been studied during the past few

years either by experimental methods[98–103] or theoretical/computational

methods[23, 104–106].



109

Experimental investigations suggest that in the case of Ge2Sb2Te5 the crystallization

temperature is elevated by C, N, Mo, and Zn[98–100] doping, whereas Sn and Bi

[102, 103] lower the crystallization temperature. Doping also affects the speed of

crystallization. It has been reported that Ag in Ge2Sb2Te5 accelerates the

crystallization[101] .

Ab initio molecular dynamics (AIMD) investigations suggest that dopants like C and

N[104–106] affect the local order of amorphous Ge2Sb2Te5 by elevating the fraction of

tetrahedral Ge atoms and hence enhancing the thermal stability. It has also been reported

that Si and O[105] dopants slow the crystallization of Ge2Sb2Te5 whereas Ag dopants[23]

enhance the crystallization speed of Ge2Sb2Te5.

The traditional trial and error approach to materials discovery has been a major

obstacle to identifying new PCMM with improved properties because of our incomplete

understanding of the structure-property relations. As properties of PCMM accrue from the

structure, knowledge of the structure and dynamics of these materials is essential. A deep

understanding of the PCMM requires a comprehensive approach that involves coupled

theory and experiment. In this chapter, we present a joint experimental/theoretical study

of silver doped phase change GST alloy. Building on a preliminary report on the

Ge2Sb2Te5[23] , we detail the role of Ag in the network, and its impact on crystallization

in a different stoichiometry. We address two questions: (1) How does Ag affect the atomic

structure of GST alloys? (2) How does Ag affect the speed of crystallization of GST? To

answer these questions, we perform an extended X-ray absorption fine structure (EXAFS)

analysis and density functional (DF) simulations to study the local structure of Ag doped

amorphous Ag0.5Ge2Sb2Te5. DF simulations of such materials are particularly important

as they provide structural information that is not readily obtained from EXAFS. Direct

comparisons of EXAFS measurements and simulations demonstrate how Ag converts

tetrahedral Ge into octahedral, and provides new directions in the exploration for
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improved materials. Hegedus and Elliott were the first to show that direct ab-initio

simulation of crystallization are possible[86]. We exploit this discovery in our work.

8.2 Method

8.2.1 Experimental

(Ge1Sb2Te4) 100−x
7

Agx (x=0, 7, 14, 20, and 40) thin films were prepared by radio

frequency sputtering (13.56 MHz) from a Ag0.5Ge2Sb2Te5 target (50 mm in diameter) in

Argon at an average power of 5 Watts/cm2. Silver plates each measuring 8mm ×15mm

×1mm were placed on the target, with thin Tantalum foil placed between the plates and

the Ag0.5Ge2Sb2Te5 target. Typical Ar pressure was 8 mTorr. Thickness of the films was

measured with a quartz crystal thickness monitor. Ag0.5Ge2Sb2Te5-Ag films with five

different Ag dopant levels (0-40.2%) were fabricated. The compositions of the

Ag0.5Ge2Sb2Te5-Ag films were obtained by energy dispersive X-ray spectroscopy

(EDXS). Figure 8.1 presents the compositions of the Ag0.5Ge2Sb2Te5-Ag films used in the

present study.
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Figure 8.1: Sample compositions(in %) in Ge-Sb-Te-Ag films as measured by energy
dispersive X-ray spectroscopy (EDXS). The uncertainties lie within 2%.
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The EXAFS experiment was conducted at the 5-BM beamline of the Advanced

Photon Source (APS), Argonne National Laboratory. The Ge K-edge (11.104KeV)

EXAFS spectrum was measured at room temperature under transmission mode with

ionization chambers, and Sb (30.491KeV) and Ag (25.514KeV) K-edge spectra were

measured under fluorescence mode with a 13-element Ge detector. A reference sample

that contains the three elements was used as a reference to calibrate the X-ray energy for

different scans at the same K edges. The EXAFS data was analyzed with the FEFF[7]

code (for phase shift information) using a model of (Ge1Sb2Te4) 100−x
7

Agx and the

structural parameters were optimized by using ARTEMIS[6].

8.2.2 Modeling: Molecular Dynamic simulations

AIMD simulations were performed using Vienna Ab-initio Simulation

Package(VASP)[45–47] code to generate models of amorphous (Ge1Sb2Te4) 100−x
7

Agx. We

prepared four computer models of Ag doped Ag0.5Ge2Sb2Te5 materials with Ag

concentration (x) ranging 0-42%: x=0 (15 Ge atoms, 30 Sb atoms and 60 Te atoms), x=6

(15 Ge atoms, 30 Sb atoms, 60 Te atoms, and 7 Ag atoms), x=12 (15 Ge atoms, 30 Sb

atoms, 60 Te atoms, and 14 Ag atoms), and x=42% (10 Ge atoms, 20 Sb atoms, 40 Te

atoms, and 50 Ag atoms). The models were prepared by following the methods of

Ref.[23]. Each model was equilibrated at 300K for at least 10ps and EXAFS data was

simulated by using the FEFF[7] code from the configurations predicted at every 0.25ps,

and subsequently, statistically averaged. At least two independent models were generated

to investigate the model dependence of the structural properties. The structures (up to

10% Ag concentrations) were annealed at 650K until crystallization occurred.

8.3 Results and Discussion

Figure 8.2 shows k3 weighted Ge, Sb, and Ag Fourier transformed EXAFS spectra

(χ(r)) of Ag doped Ag0.5Ge2Sb2Te5 samples (uncorrected for phase shifts) with different
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Ag concentration (x). Beside the main peaks, we observed smaller peaks near 1.0–2.0Å

mainly in Ge and Sb edge spectra. These peaks are mostly due to a termination effect

caused by finite k range of Fourier transform and thus are neglected in the analysis. To

obtain the structural parameters, these χ(r) spectra were fitted with ARTEMIS[6] using the

appropriate scattering paths calculated from a (Ge1Sb2Te4) 100−x
7

Agx model via FEFF[7].

Since the atomic numbers and radii of Sb and Te are close to each other, and they may not

readily be distinguishable via EXAFS, the contribution from Sb neighbor atoms was

replaced by Te atoms. This is appropriate in the analysis because the coordination number

analysis in the AIMD generated models confirms that the probability of finding Sb as

neighbor is less than 0.15 for all Ge, Te, Sb and Ag central atoms. The fitted average bond

lengths and the coordination numbers are illustrated in Figure 8.3 and Figure 8.4(a)

respectively.

As a benchmark, we started with Sample 1, whose composition (Ge=16, Sb=28, and

Te=56) is close to composition of Ag0.5Ge2Sb2Te5 within the experimental uncertainty

(2%). The average Ge-Te bond length of 2.61 Å and Sb-Te bond length of 2.84Å obtained

from our EXAFS analysis are consistent with those reported in a previous study for

a-Ag0.5Ge2Sb2Te5 [21] and are similar to those previously reported for amorphous

Ge2Sb2Te5 [81, 82] that also lie on the same pseudo-binary line of Ge-Te and Sb2Te3. The

structural similarities between slightly off-stoichiometric GST alloys and stoichiometric

GST alloys have been confirmed by Caravati et al.[107]. However both the Ge-Te and

Sb-Te bond lengths are shorter than those obtained from DF calculations[85–87, 107].

The Ge and Sb coordination numbers of 3.0(0.4) and 2.9(0.6) obtained from our EXAFS

analysis are similar to the ones for amorphous Ag0.5Ge2Sb2Te5 as reported previously in

Ref. [21] (i.e. 3.3(0.3) for Ge and 2.9(0.4) for Sb). These numbers are consistent with

those obtained from DF calculations of a-Ag0.5Ge2Sb2Te5 (3.7 for Ge and 3.6 for Sb)
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presented herein and those reported previously (3.5 for Ge and 3.8 for Sb) by Raty et

al.[93].
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Figure 8.2: Magnitude of k3 weighted χ(r) spectra(uncorrected for phase shift) as a
function of Ag concentration. k ranges chosen for the Fourier Transform are; 3-10Å−1

for Ge K-edge spectra (top left), 4-10Å−1 for Sb K-edge spectra(middle left) and 2-10Å−1

for Ag K-edge spectra(bottom left). Figures on the right are the χ(r) spectra obtained from
the FEFF simulations at 300K.

In Ag-doped a-Ag0.5Ge2Sb2Te5 the average Ge-Te bond length increases with Ag

concentration while other bonds (mainly Sb-Te and Ag-Te) remain unchanged. These

experimental results are consistent with both the EXAFS simulations based on the models

as well as the direct partial pair correlation functions (PPCF) analysis (Fig. 8.3). The
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Figure 8.3: Comparison of bond lengths obtained from EXAFS analysis (left) and
FEFF/MD simulations (right).

change in Ge-Te bond length can be linked to the change in the fraction of Ge in

tetrahedral environment with shorter Ge-Te bond distribution. Ge has two environments

(defective octahedral with longer Ge-Te average bond length and tetrahedral with shorter

Ge-Te average bond length), as depicted in Ge-centered bond angle distribution(see Fig.

8.4(b) and Ref. [94]). When Ag0.5Ge2Sb2Te5 is doped with Ag, the Ge environment is

significantly modified, so that the fraction of tetrahedrally bonded Ge is reduced as

compared to the octahedral (distorted) Ge. The modification to Ge-Te bonding

configuration is reflected in the Ge-centered angle distribution (Fig. 8.4(b)) where the
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suppression of the peak near 110o can be observed. Furthermore, the significant variation

in the bond angle distribution explains the rearrangement of Ge atoms that could

otherwise occupy tetrahedral sites. The modification of the tetrahedral geometry can also

be explained through the local order parameter [94, 108] q given by,

q = 1 − 3
8

∑
i

∑
k>i

(
1
3
+ cosθi jk

)2

(8.1)

in which the sum runs over the nearest neighbors of the central atom j. Figure 8.5(a)

presents the distribution of q for Ge atoms. q = 1 represents the ideal tetrahedral geometry

whereas q=0 represents the perfect octahedral site. It is also clear from the figure that the

fraction of tetrahedral Ge is reduced in consistent with the bond angle distributions. The

increase in the fraction of Ge atoms in the distorted octahedral sites relative to that in

tetrahedral sites explains the increase in average Ge-Te bond length. This increase could

yield the faster crystallization when the GST alloy is doped with Ag, as the octahedral Ge

is believed to be one of the members of square rings which are known as `̀ seeds´́ of

crystallization[86]. Faster crystallization induced by Ag doping of GST was previously

reported experimentally by Song et al. [101].
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Figure 8.5: a) Distribution of the local order parameter q for Ge in Ag0.5Ge2Sb2Te5 ,
Ag0.5Ag0.5Ge2Sb2Te5 and Ag1Ag0.5Ge2Sb2Te5 . A cut-off distance of 3.2Å was chosen.
b) Time evolution of the total energy of Ag doped Ag0.5Ge2Sb2Te5 at 650K, showing a
transition from the amorphous to crystalline state.

The speed of crystallization of Ag doped a-Ag0.5Ge2Sb2Te5 was analyzed from

AIMD simulations. Fig.9.8 shows the time evolution of the total energy of Ag doped and

undoped Ag0.5Ge2Sb2Te5 (up to 12%) at 650K. An abrupt reduction in the total energy is

observed, which is associated with the amorphous-crystalline transition. The time

associated with the transition is inversely proportional to the speed of the transition. The

time associated with the transition is inversely proportional to the speed of the transition.

The estimated crystallization time in the three models with Ag concentrations of 0%, 6%,

and 12% are 330, 220, and 160 ps respectively. It is clear that Ag doping increases the

speed of the phase transition. The faster crystallization of Ag-doped Ge2Sb2Te5 is also

reported by Prasai et al. from AIMD simulations[23].

We computed mean squared displacements (MSDs) for Ag atoms throughout the

crystallization process of Ag-doped Ag0.5Ge2Sb2Te5 and present the results in Figure 8.6.

The MSDs of transition metals such as Zn in Ge2Sb2Te5 have been reported by Skelton

et al.[109], where they observed large fluctuation in the MSDs even after crystallization
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however only a single Zn dopant was studied. Figure 8.6 clearly shows contrast MSDs

among individual Ag atoms. We observe the local geometry of Ag atoms with the least,

intermediate, and the highest diffusion as shown in Figure 8.6 a-c. As one might suppose,

the highest diffusion is observed for the Ag with low coordination numbers whereas the

least diffusion correspond to the Ag with octahedral geometry. As seen in Figure 8.6a-c,

after achieving the octahedral geometry Ag becomes less diffusive.

In the case of Sb environment, there is almost no change in the Sb-centered bond

angle distributions (up to 12% of Ag) confirming that the doping of Ag does not modify

the Sb environment significantly. The experimental and the theoretical analysis of the

coordination numbers of Ge (NGe) and Sb (NS b) show that they are almost unchanged

except for the sample doped with a very high Ag concentration of 42% (Fig. 8.4(a)).

Table 8.1: Ag coordination numbers obtained by integrating Ag PPCF in simulated Ag
doped Ag0.5Ge2Sb2Te5 models. A cut off minimum of 3.2 Å was used.

x (in%) Ag-Ge Ag-Sb Ag-Te Ag-Ag

6 – 0.6 3.6 0.4

12 0.1 0.4 3.2 0.7

42 0.3 1.0 2.4 3.0

Both the EXAFS and PPCF analysis confirmed that Ag is mainly bonded to Te rather

than Ge and Sb. From the coordination analysis (see Table 8.1) of Ag, we found that the

Ag-Te bonds (ignoring Ag-Ag bonds) count for 86%, 86% and 65% of the total bonds for

Ag concentration of 6%, 12% and 42% respectively. Ag although prefers bonding with

Te, the fraction of Ag-Te is observed to decrease as more Ag is added to the glass network

due to reduced fraction of Te atoms. At the highest Ag concentration, Ag-Ag bonds start

to dominate Ag-X (X=Ge,Sb and Te) bonds.
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The coordination numbers show noticeable change for all species when the Ag

concentration in Ag0.5Ge2Sb2Te5 is high (42%). These high coordination numbers for all

the species cause significant modifications in the bond angle distributions as observed in

Fig. 8.4(b). The appearance of a peak at 60o is mainly due to the species bonded with Ag.

The Ge-Ag, Sb-Ag, Te-Ag and Ag-Ag coordination numbers all increase significantly for

high concentration Ag doped samples whereas Ge-Te and Sb-Te coordination number are

found to decrease. The Ag coordination number of 6.7 and bond angle distribution

explains the formation of Ag cluster when Ag content is very high in Ag0.5Ge2Sb2Te5 .

8.4 Conclusion

In conclusion, both experimental and theoretical studies of Ag doped

Ag0.5Ge2Sb2Te5 have revealed that the average Ge-Te bond length increases with Ag

concentration, whereas the Sb-Te and Ag-Te bond lengths remain unchanged. The

increase in the fraction of distorted octahedral Ge sites explains the net increase in Ge-Te

bond lengths, and appears to be responsible for the faster crystallization of Ge-Sb-Te

alloys caused by doping as confirmed by our AIMD simulations. Furthermore, the high

fraction of (NAg−Te) as compared to (NAg−Ge) and (NAg−S b) suggests that Ag prefers

bonding with Te to Ge and Sb. Our study sheds light on the atomistic mechanism of rapid

crystallization of GST alloys enhanced by Ag doping.
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Figure 8.6: Dynamics of Ag atoms in Ag0.5Ag0.5Ge2Sb2Te5 before and after
crystallization. Ag atoms display significant variation in MSDs depending on the local
geometry. Hopping of Ag atoms is observed for low coordinated Ag (c). In contrast, Ag
with octahedral geometry does not show significant movement. The vertical arrow in (d)
represents the point after complete crystalliza-tion. In (a-c) the structures correspond to the
configurations at times shown by the vertical arrows. Similar Ag MSDs were observed in
Ag1Ag0.5Ge2Sb2Te5 and are not presented here.
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9 Transition metal doped-Ge2Sb2Te5 : Ab-initio molecular

dynamics study

9.1 Introduction

Phase change materials (PCMs) are becoming one of the leading contenders for use

in next generation non-volatile memory technology [19, 88]. Ultrafast reversible

switching [110] between amorphous and crystalline states with significantly contrast

electrical properties[2, 79], high write endurance [111], low power consumption [111] etc.

in PCMs makes them serious candidates for the potential application in phase change

random-access memory (PCRAM).

As explained in Section 8.1, GST alloys near the pseudobinary GeTe-Sb2Te3 tie line

[20] are widely accepted phase-change memory materials (PCMM) for application in

optical and electronic memories because of their outstanding switching performance, and

efforts have been devoted to improve material properties such as switching speed, phase

transition temperature, and thermal stability. Improvement of the material properties by

doping or alloying with other elements has been emphasized in Section 8.1 [24]

In this chapter, we extend our exploration of column 11 transition metals (Cu, Ag,

and Au) to investigate the effect on the properties of Ge2Sb2Te5 due to doping with this

metals.

9.2 Methods

Ab-initio molecular dynamic (AIMD) simulations were implemented to study the

atomistic origin of ultrafast crystallization of Ge2Sb2Te5 in the presence of dopants. The

AIMD calculations were performed using Vienna Ab-initio Simulation Package

(VASP)[45–47] to generate models of Ge2Sb2Te5 and X0.17Ge2Sb2Te5. Each of the
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models was created in a cubic supercell with 108(24 Ge atoms, 24 Sb atoms and 60 Te

atoms) host atoms and two dopant atoms.

The final models were prepared by using the `̀ Melt and Quench´́ method[51] starting

with a random configuration at 3000 K. After mixing the random configurations at 3000 K

for 25 ps, each model was cooled to 1200 K in 10 ps and equilibrated for 60 ps in the

liquid state at 1200 K. A cooling rate of 12 K/ps was adopted to obtain the amorphous

models from the melt at 1200 K to 300 K and followed by equilibration at 300 K for

another 50 ps. Each of these models was then annealed at 650 K up to 450 ps to observe

the crystallization. The density 6.05 g/cm3, that is intermediate between the amorphous

and crystalline densities was chosen for undoped Ge2Sb2Te5 while due to lack of

experimental values, same lattice was chosen for doped Ge2Sb2Te5 with the hope that

dopants would take the vacancy sites. The density of each system is shown in Table 9.1,

and was fixed during the MD runs while a time step of 5 ps was used.

Table 9.1: Density (in gm cm−3) used in different models. The used densities are compared
to the amorphous and crystalline densities that correspond to the densities of fully relaxed
models.

Systems Used Amorphous Crystalline

Ge2Sb2Te5 6.05 5.70 6.12

Cu-Ge2Sb2Te5 6.11 5.82 6.20

Ag-Ge2Sb2Te5 6.20 5.94 6.21

Au-Ge2Sb2Te5 6.24 5.88 6.23

To compute the ground state properties, such as electronic densities of states, the

models were fully relaxed to a local minimum at 0 pressure allowing the cell shape and

volume to vary. The final relaxed densities are illustrated in Table 9.1. Three independent
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models were generated for each of the structures to check the consistency of the

simulation results.

The calculations were performed by using the projector augmented-wave

(PAW)[89, 90] method to describe electron-ion interactions. The Perdew-Burke-Ernzerhof

(PBE)[91] exchange correlation functional was used throughout. Molecular-dynamics

(MD) simulations were performed in a cubic supercell using periodic boundary conditions

at constant volume for annealing, equilibrating and cooling, whereas, zero pressure

conjugate gradient (CG) simulations were performed for relaxation. Unless stated

otherwise, both the MD and CG simulations were performed by using the Γ point to

sample the Brillouin zone.

9.3 Structural Properties

There have been a number of reports explaining how a dopant may place itself in the

GST host network [112]. It is therefore interesting to see how these dopants (Cu, Ag, Au)

adapt to the local structure. The atomic structure of a material is studied through a set of

pair correlation functions. As described in section 1.3.1.2 a pair correlation function is a

position distribution function based on the probability of finding atoms at some distance r⃗

from a central atom.

The pair correlation functions (PCFs) provide local structural information of central

interest for amorphous materials. The peaks in these distribution functions describe the

average distance of the neighboring atoms from a central atom. Since amorphous

materials do not possess long range order, g(r)→ 1 as r→ ∞. For crystalline structures,

g(r) is a sum of delta functions, with each term coming from a coordination shell. The pair

function which can provide results of diffraction experiments via Fourier transformation,

yield crucial information about the short-range order and the nature of chemical bonding.
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For systems with more than one species, the structural correlations are usually

investigated through partial pair correlation functions. In addition to local bonding,

integration of the PCF up to the first minimum provides information on averaged

coordination numbers. Coordination statistics shed light on the local topology for an

atomic type. Coordination number analysis is particularly interesting in these materials

since the number changes from six in the crystalline phase (rocksalt structure) to about

four in the amorphous phase. Is should also be pointed out that the information obtained

from the PCF alone may not sufficient enough to describe the local structure and hence

require an introduction of other distribution functions like bond angle distributions

(BADs). BAD would lead relevant insight in order to study the local environment of each

of impurity atoms and network structure of doped phase change materials.

Since crystalline Ge2Sb2Te5 contains 20% vacant octahedral sites, these vacant sites

would seem to be an ideal place for the dopant atoms to occupy. However, as there is no

well known definition of vacancy (vacancies may cluster to form voids) in the amorphous

phase, the local structure of the dopant atoms in the amorphous phase is even more

interesting to investigate. The local structures of the dopants are presented in Fig. 9.1. Fig.

9.1(a-f) represent the local structures of the dopants in amorphous phase while the bottom

half (Fig.9.1(g-l)) represent the structures in crystalline phase. The bonding information is

investigated through partial pair correlations function (PPCFs). Fig. 9.2 presents a set of

PPCFs corresponding to different dopant atoms. At about 2% of dopants (impurities),

there is no major change in pair correlation functions in both amorphous and crystalline

phases. As the position of first maximum in the PPCF reflects the average bond lengths,

we were able to estimate the average bond lengths and present them in Table 9.2. We

observed no dopant-induced change in Ge-Te and Sb-Te average bond lengths in the

amorphous phase whereas the change in Ge-Te and Sb-Te average bond lengths in

crystalline phase is also negligible being within the uncertainty of ∼ 0.01 Å. On the other
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hand, Cu-Te average bond length is observed to be the shortest while Ag-Te average bond

length is the longest among the three dopants (Cu, Ag, and Au). To further understand the

local topology of the dopants we computed the bond angle distribution (BAD) centered on

the dopants and illustrate the results in Fig. 9.3, which clearly shows a large distortion of

the BADs in the amorphous phase while the BADs in the crystalline phase illustrate the

tendency of the dopants to adopt an octahedral geometry as the host atoms. Among three

dopants, Cu is least likely to adopt octahedral geometry as compared to Ag and Au since

no peak at around 180o is observed for Cu BAD. The reason could be the shorter Cu-Te

bond lengths as compared to Ag-Te and Au-Te bond lengths or the variation of valency of

Cu.

(a) (b) (c) (d) (e) (f)

(g) (h) (i) (j) (k) (l)

Figure 9.1: Local atomic structures surrounding the dopants. (a,b) Cu, (c,d) Ag, and (e,f)
Au local geometries in amorphous phases (top images). The bottom images correspond
to structures around the dopants in crystalline phases. Color code: Orange-Te, Blue-Ge,
Purple-Sb, Green-Cu, Silver-Ag, Yellow-Au.

One of the interesting features of the GST structure is the coordination number, that

ranges from around 4 in the amorphous phase to around 6 in the crystalline phase. To
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investigate the dopant effect on these numbers, we computed coordination numbers by

integrating the PPCFs up to the first minima and presented in Table 9.3. Among the three

dopants, Cu has the highest coordination number relative to Ag and Au. Furthermore, the

coordination number of Cu does not change significantly from the amorphous to

crystalline phase. Beside this, the coordination numbers of the host species (Ge/Sb/Te)

also does not increase significantly as in pure GST or doped with Ag or Au, suggesting

that the presence of Cu in the GST might suppress the phase transition reducing the

crystallization speed. Au on the other hand tends to show an unusual behaviour with a

significant fraction of Ge/Sb atoms as neighbors although Te is the most anionic species,

and no Ge/Sb neighbors observed in the crystalline phase. Unlike Cu, the coordination

numbers of Au as well as the host species in Au-doped GST increase significantly. Ag

also shows some Ag-Ge and Ag-Sb (< 10%) bonds, which persist even to the crystalline

phase of Ag-doped GST however, Ag does not suppress the increase in the coordination

numbers like Cu. The coordination analysis reveals that the majority of the dopant atoms

bond to Te rather than Ge and Sb (see Table 9.3). Cu, Ag, and Au respectively have 88,

90, and 56% of nearest neighbor at Te. Au seems noticeably different that Cu or Ag with

only 56% Te as neighbor, with high fraction Ge and Sb as nearest neighbors. This contrast

is interesting, since all three elements lie on the same column of the periodic table and

might be expected to have similar coordination. To further explore the coordination, we

computed the average atomic charge on the dopant atoms using a Bader charge analysis

[113–115] and present results in Table 9.4. We observe similar atomic charges for Cu and

Ag whereas we obtain a negative charge for Au. The negative charge on Au makes it

anionic in nature as a consequence of which a large fraction of Ge and Sb are bonded to

Au. The atomic charge on Au becomes significantly less negative in the crystalline phase

and consequently the fraction of Ge and Sb as neighbors drops. We further analyze the

average atomic charge on Au during the crystallization of Au-doped Ge2Sb2Te5 . Fig. 9.4
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presents the time evolution of the average atomic charge on Au along with the nearest

neighbors of Au within the first coordination shell. The fraction of Ge/Sb neighbors

decreases while increasing the fraction of Te neighbors as the charge on Au decreases.

Beside Ge-Te, Sb-Te and X-Te (X=Cu, Ag, and Au) bonds, there exists a significant

number of other bond pairs such as homopolar bonds, Ge-Sb, Ge-X, and Sb-X bonds

which are also termed as “wrong bonds” (Fig.9.2(e and j)). About 14% of the total bond

pairs corresponds to the wrong bonds (WB) in the amorphous phase whereas about 5% of

wrong bonds persist in the crystalline phase.

Table 9.2: Average bond lengths in amorphous and crystalline phases of pure and doped
Ge2Sb2Te5.

Bonds Dopant Amorphous Crystalline

Ge-Te – 2.78 2.92

Cu 2.78 2.91

Ag 2.78 2.92

Au 2.78 2.92

Sb-Te – 2.96 3.02

Cu 2.96 3.00

Ag 2.96 3.02

Au 2.96 3.02

Cu-Te Cu 2.59 2.62

Ag-Te Ag 2.82 2.88

Au-Te Au 2.72 2.78
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Table 9.3: Comparison of coordination numbers in amorphous and crystalline phases of
pure and doped Ge2Sb2Te5 . A cut off distance of 3.2Å was chosen for the integration of
the first peak of PPCF.

Species Dopant Amorphous Crystalline

Ge Sb Te X Total Ge Sb Te X Total

Ge – 0.4 0.3 3.5 - 4.2 - 0.1 5.4 - 5.5

Cu 0.2 0.3 3.8 - 4.3 - 0.1 4.6 - 4.7

Ag 0.1 0.5 3.2 - 3.8 0.1 0.2 5.1 - 5.4

Au 0.4 0.2 3.6 - 4.2 0.1 - 5.0 - 5.1

Sb – 0.3 0.5 2.8 - 3.6 0.1 0.3 5.2 - 5.6

Cu 0.3 0.7 2.7 - 3.7 0.1 0.5 4.2 - 4.8

Ag 0.5 0.6 2.6 - 3.7 0.2 0.1 4.9 - 5.2

Au 0.2 0.5 2.9 0.1 3.7 - 0.3 4.7 - 5.0

Te – 1.4 1.1 0.2 - 2.7 2.2 2.1 0.2 - 4.5

Cu 1.5 1.1 0.4 0.1 3.1 1.8 1.7 0.2 0.1 3.8

Ag 1.3 1.0 0.4 0.1 2.8 2.0 2.0 0.2 0.2 4.4

Au 1.5 1.1 0.3 0.1 3.0 1.8 1.7 0.2 0.1 3.8

Cu Cu 0.6 - 4.2 - 4.8 0.5 - 4.5 - 5.0

Ag Ag 0.3 0.1 3.5 - 3.9 0.3 0.2 4.5 - 5.0

Au Au 0.5 1.0 1.9 - 3.4 - - 5.2 - 5.2

9.4 Electronic and Optical Properties

Practical utilization of GST materials depends upon a substantial optical or electrical

contrast between the amorphous and crystalline phases. As both the resistivity and optical

absorption depend upon the electronic structures of materials, it is necessary to investigate

the influence of dopants on the electronic structure of the host network.
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Table 9.4: Computed average atomic charges on the dopant atoms in relaxed amorphous
and crystalline phases of Cu, Ag, and Au doped Ge2Sb2Te5 . The charges are in the unit of
e.

Dopants Amorphous Crystalline Change

Cu 0.16 0.12 25%

Ag 0.14 0.08 43%

Au -0.44 -0.28 36%

The electronic structure is usually described by analyzing the electronic density of

states (EDOS), projected density of states (PDOS), and/or inverse participation ratio (IPR)

of each individual site.

To investigate the effect of dopants on the electronic properties we computed both the

species projected and orbital projected partial density of states (PDOS) and present these

in Fig. 9.5(a-e). At ∼ 2% dopant level, we were not able to observe significant difference

in the total density of states except for slight modificaition at energy range of -5 eV to

-1eV below the fermi level. This small change mainly corresponds to the d states of the

dopants (Fig. 9.5(d and e)). Among the dopants, Cu d states lie closer to band gap and

therefore the presence of Cu may significantly affect the electrical and optical properties.

The present calculations were not able to reproduce an experimental band gaps and could

be attributed to the fact that DFT is well known to underestimate bandgaps [116].

Furthermore, to observe the influence of dopants on the optical properties of

Ge2Sb2Te5 , we computed the dielectric functions of the pure and doped Ge2Sb2Te5 .

Fig.9.6 presents the imaginary and the real part of the dielectric functions of pure and

doped Ge2Sb2Te5 in both the amorphous and the crystalline phases. Fig. 9.6 confirms that

the addition of Ag or Au does not affect the optical properties by much, still preserving the

optical contrast in the visible regions (1 - 3 eV) whereas the addition of Cu does not look
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too promising in terms of optical contrast. Table 9.5 presents the optical dielectric

constant, i.e., the lower energy-limit of the real part of the dielectric function (ω→ 0).

The reduction in optical contrast on adding Cu can be attributed the structure of Cu in the

host network. We observe almost no change in the Cu-Te bond lengths as well as the Cu

coordination numbers during the phase transition suggesting Cu very immobile in the host

network. As discussed by Shportko et al. [95], the contrast in the optical properties in

PCMM is attributed to a large electronic polarizability in the crystalline phase due to the

resonant (electron deficient) p-bonding. Unlike Ag and Au, Cu is unable to integrated

itself fully into the crystalline structure with octahedral structure (see Fig. 9.1) introducing

a significant structural disorder and hence reducing the contribution to the resonant

bonding. This reduction would cause the decrease in the optical contrast. This inability of

Cu to integrate into the crystalline structure is also reflected in the electronic properties

where we observed Cu d-states much closer to the band gap.

Table 9.5: Comparison of the optical dielectric constant between the two phases of pure
and doped Ge2Sb2Te5.

Dopants Amorphous Crystalline Increase %

– 25.9 53.0 105

Cu 26.0 31.7 22

Ag 26.1 54.3 108

Au 28.1 57.7 105

9.5 Crystallization Dynamics

The dopant centered bond angle distributions (Fig.9.3) illustrate the modification of

local geometry of dopants from wide distortion to somehow more ordered octahedral

structures. This makes it possible to observe the atomic motions of dopants during and
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after the crystallization of the host network is completed. There have been a few studies

on the dynamics of dopants in Ge2Sb2Te5 during crystallization [24, 112]. In the

simulations with the first row dopants (Sc-Zn), Skelton et al. have reported wide a range

of atomic motion even after crystallizations [112]; however only one dopant was

investigated. In their recent work, Prasai et al. investigated the dynamics of Ag in

Ge2Sb2Te5 with up to 12% of Ag and reported mixed diffusion of Ag ranging from least

diffusive to most diffusive. One could expect similar kind of atomic motions for Cu, Ag,

and Au dopants studied in this work. We indeed observe similar atomic motion during and

after crystallization of host network in the present work as presented in Fig. 9.7. A

thorough investigation of atomic diffusion reveals the fact that the dopant atoms becomes

less diffusive whenever the atom is close to an octahedral geometry. Fig. 9.7 shows mean

squared displacements of each of the dopant atoms during the whole crystallization

process. Either Ag or Au atoms show no hopping after the crystallization whereas Cu109

shows hopping even after the crystallizations had occurred. The local geometries of the

dopant atoms are shown in the Fig. 9.1(a-l). The dopant atom that achieves the octahedral

geometry shows no hopping events after the crystallization. The Cu109 (one of two Cu

atoms) showed the hopping after the crystallization, did not achieve the octahedral

geometry. Cu109 is represented by Fig. 9.1(a) and 9.1(g) in amorphous and crystalline

phases respectively. This can further be verified from the absence of peak around 180o in

Fig.9.3.

The speed of crystallization was investigated by observing the time evolution of the

total energy of the system(Fig. 9.8). Each of the models was annealed at 650K until

crystallized. Based on the evolution of energy, the total crystallization process can be

divided into three regions as also explained by Lee et al.[96]. In Region I (incubation

period), although the total energy does not change, the number of four fold (squared) rings

keep increasing forming cubes or planes with random orientations due to thermal
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fluctuations [23, 96]. Region II, in which the total energy shows a monotonous decrease,

is the main part where the cubes or planes starts arranging themselves in more ordered

structures. By the end of this period the energy goes to a minimum and remains constant

thereafter reaching Region III where the crystallization is believed to be complete. The

duration of Regions I and II shows large fluctuations for three independent models for

same structure resulting in significant uncertainty for estimation of crystallization time.

These fluctuations are mainly associated with the fraction of wrong bonds present in the

amorphous phase as well as the random orientations of the squared rings due to the

thermal fluctuations. Table 9.6 presents the average wrong bonds and the crystallization

time from three different models of each composition. Although the crystallization

periods show large variation, the time of about 400 ps was enough for each of the model to

complete crystallization. We may not be able to predict the exact modification on the

crystallization speed at this level but it is confirmed that the crystallization speed of the

host network is still preserved.

Table 9.6: Computation of wrong bonds and the estimation of the crystallization time in
doped (∼ 2%) and undoped Ge2Sb2Te5.

Dopant Wrong bonds Incubation period Crystallization period Total

in fraction (ps) ps ps

– 0.13±0.03 150±50 120±40 270±90

Cu 0.14±0.03 180±30 120±45 300±75

Ag 0.15±0.04 130±40 100±20 230±60

Au 0.14±0.04 170±50 120±30 290±80
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9.6 Conclusion

We used plane wave molecular dynamic simulations to study the crystallization

behavior of Ge-Sb-Te phase change alloys in presence of transitions metals (Cu, Ag, and

Au) as impurities. We were successfully able to simulate the ultrafast phase transitions

from amorphous to crystalline phase through the MD simulations. At ∼ 2% of impurities,

we did not observe any significant dopant-induced structural change in Ge-Te or Sb-Te

average bond lengths. Meanwhile the Bader charge analysis confirmed similar positive

charge for Cu and Ag whereas negative charge for Au as a consequence Au was observed

to have significant amount of Ge/Sb as neighbors. The estimation of dielectric constant in

amorphous and crystalline phase implies that the optical contrast is preserved in Ag or Au

doped Ge2Sb2Te5 while Cu doped (Ge1Sb2Te4) 100−x
7

Agx did not look too promising in

terms of optical contrast. We were also able to estimate the crystallization time for the

transition metal doped (Ge1Sb2Te4) 100−x
7

Agx however with large variations which may be

attributed to the presence of WB in the system.
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10 Concluding Remarks and Future Considerations

10.1 Conlusion

In this work, we have successfully presented study of extensive properties of

chalcogenide materials using a large scale computer simulations and x-ray absorption

spectroscopy. We were able to produce realistic models of Ge-Se-Ag/Cu glasses, TiO2,

Ge-Sb-Te alloys,and transition metal doped Ge-Sb-Te alloys using a method of melt and

quench. A detailed computational analysis on Ge-Se-Ag/Cu glasses confirmed the high

ionic conductivity of Ag in Ge-Se glasses whereas Cu is observed to have relatively lower

conductivity with Cu mostly trapped. Computational models of amorphous and crystalline

TiO2 showed that amorphous TiO2 resembles anatase TiO2 in many respects. Computer

simulations of ultrafast phase transition of Ge-Sb-Te were successfully observed. Both the

experimental and theoretical study of Ag-doped Ge-Sb-Te alloys revealed that Ag

enhances the crystallization speed in Ge-Sb-Te host. On the other hand, in comparison

among the dopants Cu, Ag and Au, Cu and Au causes the crystallization relatively slower

as compared to Ag.

10.2 Future consideration

Because of high ionic conduction, Ag doped Ge-Se electrolyte glasses are potential

candidates for fast operating devices like conductive bridge memory devices. However,

one of the drawbacks of the devices formed from these materials is the lack of ability to

tolerate processing condition much beyond 200oC. One of the solutions for this is to

replace Se by S since sulfide based solid electrolyte materials have excellent thermal

stability and are able to withstand the elevated temperatures[1]. Given that there are many

similarities between S and Se glasses we would expect similar ionic conduction in both S

and Se base glasses. However, it is known that the conductivity of GeSeAg and GeSAg

materials are very different. This difference with sulfides having a conductivity two-three
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orders of magnitude lower than the selenides is a difficult and interesting problem to

understand.

GST based PCMM are already in use as non-volatile memory materials making them

an excellent alternative to the current flash memory technology. The next goal is to use

GST in high-density memory chips that requires the down-sizing of these particles into

nanostructure. It is necessary to study the structures and properties (e.g. optical and

electrical properties) of these nanostructured PCMM.
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