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Sample Size Determination for (Planned) Post Hoc Multiple Comparisons in One-Way ANOVA 
 

Abstract 

Most approaches to sample size determination in one-way ANOVA are based on 

expected variation in means, but these approaches provide power only for the omnibus F test. 

Unfortunately, sufficient sample size for the omnibus ANOVA test does not guarantee adequate 

statistical power for post hoc multiple comparisons that most researchers plan to perform 

following a significant ANOVA (that is, not many stop after reporting a significant omnibus 

test). This Monte Carlo study investigated the sample sizes needed for the smallest, most-

interesting post hoc mean comparison expected to be performed following a significant 

ANOVA. We identified sample size rules that can be applied generally for Tukey-Kramer and 

Games-Howell MCPs across many numbers of groups and effect size of most interest conditions. 

Objectives 

As they plan their studies, researchers often attempt to identify the minimum number of 

participants or cases needed to test a hypothesis of interest. In ANOVA, the choice of sample 

size is impacted by the strategy that researchers choose (e.g., omnibus test power, any-pair 

power, all-pair power). Brooks and Johanson (2011) found that when one-way ANOVA will be 

used, adequate sample size for the omnibus test does not necessarily provide adequate statistical 

power for the post hoc multiple comparisons typically performed in ANOVA. Therefore, 

researchers should ensure sufficient sample sizes for the most salient statistical analyses they 

plan to perform—what we might call “specific-pair” power. Following from this perspective, the 

purpose of this paper is to demonstrate a rule that can be used to determine sample sizes for two 

of the most common post hoc multiple comparison procedures (MCP), Tukey-Kramer (hereafter 

called Tukey as is common in most programs) and Games-Howell. Pairwise multiple 
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comparisons among 3 to 9 groups across several effect sizes were studied in order to develop and 

confirm this approach. 

Perspectives 

Barnette and McLean (1999) wrote that many scholars conduct post hoc pairwise MCPs 

after significant omnibus one-way ANOVA F tests, but this results in concerns over the control 

of Type I error for multiple hypothesis tests. MCPs are used to control the family-wise Type I 

error (Klockars & Hancock, 1998). Tukey HSD is highly recommended when variances are 

homogeneous and Games-Howell when homogeneity of variances is violated. Both can be used 

as unprotected tests (Barnette & McLean, 1999) and therefore do not need to be protected by a 

statistically significant ANOVA (i.e., can be used without first testing the omnibus ANOVA). 

Most studies that use one-way ANOVA use the approach based on Cohen (1988), in 

which effect size is based on the variation in means and sample size is calculated only for the 

omnibus test. Others (e.g., Hsu, 1999, Levin, 1975) have proposed other approaches, but the 

omnibus ANOVA power analysis approach remains most common. However, Brooks and 

Johanson (2011) demonstrated that sample sizes that provided adequate statistical power for 

three-group omnibus ANOVA F tests are not sufficient for the pairwise comparisons typically 

performed post hoc. They also showed that the patterns of means do not impact the sample size 

determination when seeking the sample size required for the specific-pair comparison-of-most-

interest. That is, researchers should estimate the two-group effect size (i.e., Cohen’s d) for the 

most important pairwise comparison or for the pairwise comparison with the smallest expected 

Cohen’s d. 

Studies will sometimes result in a statistically significant omnibus test but no statistically 

significant MCPs. This will occur at times because the omnibus test reflects that a non-pairwise 
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comparison is significant. However, it will sometimes occur because there is simply not enough 

power for the adjusted-alpha MCP being performed by the researcher. In this case, the specific-

pair comparison-of-most-interest approach to sample size selection is useful. There have been 

few studies that focused on the sample size determination for MCPs. Therefore, this paper will 

focus on the sample size selection for researchers planning to perform a post hoc Tukey or 

Games-Howell MCP after a statistically significant ANOVA. 

Methods 

Monte Carlo programs were written in R to perform the computer simulations required 

for two phases of the study. 

Phase 1 Methods and Data Sources 

In Phase 1, a program used Monte Carlo techniques to find sample sizes that meet given 

statistical power levels for three to six groups. Sample sizes were increased until power reached 

the given desired values. Power analyses were performed using 2,000 replications due to the 

many repeated analyses required as sample sizes were changed using built-in R functions. At 

lower levels of power multiple cases were added to the analyses, but as the power level increased 

past 50%, only one case was added to the datasets until the desired power levels were reached. 

For example, when power reached 70%, that sample size was recorded and cases continued to be 

added until power reached 80% and then 90%. 

Following the Monte Carlo simulations, the results were examined for patterns that could 

be useful for a sample size rule that would be generally acceptable across many conditions 

without the need for tables. For example, the sample sizes for number of groups were compared 

(e.g., the ratio of sample sizes for four groups relative to three). Sample sizes obtained for given 

power levels were compared to the required sample sizes for independent t tests. Additionally, 
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sample sizes were compared to those required for independent t tests when a Bonferroni 

adjustment was made to alpha based on the total number of possible comparisons (e.g., with five 

groups, there are ten possible comparisons). 

Phase 1 Results 

In total, 96 combinations of number of groups (3 to 6), Cohen’s d effect sizes (0.2 to 0.9), 

and power levels (.70 to .90) were used. Table 1 shows the average ratio of the sample sizes 

obtained from Monte Carlo simulations for the Tukey, Games-Howell, and Scheffe MCPs to the 

known sample sizes required for the independent t test at alpha of .05 and the independent t test 

at the appropriate Bonferroni-adjusted alpha. 

Across all 96 conditions, the ratio of sample sizes required by Games-Howell to the 

Bonferroni-adjusted t test was .944. In other words, the sample size required for Games-Howell 

was 94.4% as large as that required by the independent t test with Bonferroni adjustment. Both 

Tukey and Games-Howell have consistent relationships with the sample sizes needed for the 

Bonferroni-adjusted t tests. The range of ratios for Tukey was 0.89 to 0.97 while the range for 

Games-Howell was 0.91 to 0.99. However, sample sizes for Games-Howell were more 

symmetric around its ratio than were the sample sizes for Tukey (see Figure 1). Games-Howell 

had 74 conditions within ± 0.015 of the Bonferroni sample size (with 11 above and 11 below), 

while Tukey had 70 (with 14 below and 12 above). 
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Table 1. Ratio of MCP sample sizes to the t and Bonferroni-adjusted t sample sizes 
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Figure 1. 

 

Based on the variation in these sample size ratios across the 96 conditions from Phase 1, 

some percentage close to 94-95% of the Bonferroni-adjusted sample size will provide the 

Games-Howell MCP with sufficient power at the levels tested (93-94% for Tukey). However, 

some conditions required higher than 94-95% of the Bonferroni-adjusted sample size power (and 

some required lower). We explored these results in a second Monte Carlo experiment (Phase 2). 

We also extrapolated from the Phase 1 results to also test this 94-95% rule with seven, eight, and 

nine groups. 

Phase 2 Methods and Data Sources 

Phase 2 was created to verify the power rates for the MCPs when the sample sizes were 

calculated using the method developed in Phase 1. We ran power and sample sizes analyses 

using three to nine groups for power rates of .70, .80, and .90 and Cohen’s d effect sizes from 0.2 

to 0.9. Normally distributed data was generated to fit the given conditions for each simulation. 

That is, all data were standardized with variances of 1.0 and with all group means of 0.0 except 

for the one group set to the Cohen’s d values from Phase 1. The R pwr package was used to find 

the Bonferroni-adjusted sample size. 
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All power and sample size analyses were performed using a .05 level of significance. For 

three to eight groups, 20,000 replications were performed for the Monte Carlo simulations, but 

only 10,000 replications were performed for nine groups due to the much more extreme time 

requirement we encountered for nine groups. We varied the Tukey and Games-Howell sample 

sizes as a percentage of the Bonferroni-adjusted sample size from 93% to 96%. Therefore, Phase 

2 also had 96 conditions (four percentages, eight effects, three power levels). 

Phase 2 Results 

Because many researchers use the approach of testing the homogeneity of variances 

assumption and then choosing Fisher F and Tukey if the assumption met but Welch F and 

Games-Howell of the assumption violated, we believe that choosing sample sizes based on 

Games-Howell is most appropriate and planning sample size based on Games-Howell makes 

sense. Further, Zimmerman (2004) and others have recommended performing appropriately 

robust tests without first testing the homogeneity assumption; in this case, Games-Howell would 

be the more appropriately robust choice over Tukey. 

Figure 2 shows that at power of .80, using sample sizes for Games-Howell that are 96% 

(for Tukey at 95%) of those required for the Bonferroni-adjusted t test will generally round to the 

desired power. Further review suggests, however, that for Games-Howell, using 96% of the 

Bonferroni-adjusted sample size works well for conditions that require larger sample sizes (e.g., 

smaller effect sizes and more groups), 95% generally works well for medium conditions, and 

94% generally works well for conditions that require smaller sample sizes to achieve power of 

80% (e.g., larger effect sizes and fewer groups). 
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Figure 2. Power from several Games-Howell sample sizes (Conditions represent combinations of 

number of groups and effect sizes).  

(a) Power = .70 Alpha = .05 

 

(b) Power = .80 Alpha = .05
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(c) Power = .90 Alpha = .05

 

(d) Power = .70 Alpha = .01
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(e) Power = .80 Alpha = .01

 

(f) Power = .90 Alpha = .01
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Figure 3. Percentage of Bonferroni that most consistently reaches desired power level across 

both groups and effect sizes 

(a) Power = .70 Alpha = .05 

 

(b) Power = .80 Alpha = .05 
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(c) Power = .90 Alpha = .05 

 

(d) Power = .70 Alpha = .01
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(e) Power = .80 Alpha = .01 

 

(f) Power = .90 Alpha = .01
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Conclusions 

 The results provided by this study suggest that using the Bonferroni-adjusted independent 

t test sample sizes when determining the sample sizes for Tukey and especially Games-Howell 

MCPs works very well. Specifically, when specific-pair power is desired based on the 

comparison-of-most-interest or based on the comparison with the smallest expected effect size, 

then using roughly 95% of the Bonferroni-adjusted sample size generally provides the desired 

power level with alpha of .05. Because expected effect sizes are usually based only on a 

researcher’s best estimate, they are not precise when determining sample sizes before collecting 

data. Therefore, we believe that using 95% of the Bonferroni-adjusted sample size is a 

reasonable recommendation for researchers who wish to determine sample sizes for Games-

Howell multiple comparisons. However, this percentage can be adapted slightly for conditions 

that generally require smaller or larger sample sizes, by using 94% for the former and 96% for 

the latter. Preliminary results have shown that the same approach works for alpha of .01 but the 

percentage needs to be slightly higher (e.g., 96% to 98%), due to the larger sample sizes 

generally required for alpha of .01. 

 We believe the specific-pair approach to sample sizes that will be needed during the 

testing of multiple comparisons will be beneficial to many researchers, especially when we 

recognize that sample sizes required for the omnibus ANOVA do not guarantee desired power 

for the MCPs almost always used by researchers following a significant ANOVA. Because it 

will be relatively easy for researchers to obtain the Bonferroni-adjusted sample sizes using 

existing power programs (e.g., G*Power, SPSS, jamovi, R pwr package), we believe this 

approach to be a strong solution to the determining MCP sample sizes in exploratory ANOVA.  
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