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3Departmento de Fı́sica Teórica de la Materia Condensada, Universidad Autónoma de Madrid, Madrid 28049, Spain
4Department of Physics, The University of Texas at Austin, Austin, TX 78712-1081, USA
5Department of Physics, Arizona State University, Tempe, AZ 85217-1504, USA
6Department of Physics and Astronomy, Ohio University, Athens, OH 45701, USA

Received 23 May 2011, revised 9 July 2011, accepted 11 July 2011
Published online 15 August 2011

Keywords ab initio molecular-dynamics

*Corresponding author: e-mail james.lewis@mail.wvu.edu, Phone: þ1-304-293-3422 x1409, Fax: þ1-304-293-5732

One of the outstanding advancements in electronic-structure

density-functional methods is the Sankey–Niklewski (SN)

approach [Sankey and Niklewski, Phys. Rev. B 40, 3979

(1989)]; a method for computing total energies and forces,

within an ab initio tight-binding formalism. Over the past two

decades, several improvements to the method have been

proposed and utilized to calculate materials ranging from

biomolecules to semiconductors. In particular, the improved

method (called FIREBALL) uses separable pseudopotentials and

goes beyond the minimal sp3 basis set of the SN method,

allowing for double numerical (DN) basis sets with the addition

of polarization orbitals and d-orbitals to the basis set.Herein, we

report a review of the method, some improved theoretical

developments, and some recent application to a variety of

systems.
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1 Introduction With the increase in computational
power, greater efforts have been made by the electronic-
structure community to optimize the performance of
quantum mechanical methods. Quantum mechanical
methods have become increasingly reliable as a complemen-
tary tool to experimental research. A variety ofmethods exist
ranging in complexity from semi-empirical methods to
density-functional theory (DFT) methods to highly-accurate
methods going beyond the one-electron picture. Judicious
approximations enable the computational materials science
community to more efficiently examine a wider range of
materials questions.

Otto F. Sankey was one of the early visionaries by,
firstly, demonstrating that molecular-dynamics (MD) simu-
lations can be coupled efficiently with electronic-structure
methods to optimize structures and evaluate energetics of
materials [1]. Secondly, his judicious approximations in the

difficult exchange-correlationmatrix elements using amulti-
center approach enables faster evaluation of materials over
other approaches [2]; his single greatest innovation was the
use of basis functions with compact support. Finally, his
immense contributions in predicting and understanding the
properties of materials, and continuously developing new
theoretical techniques to this end, is demonstrated by his over
225 publications with over 10 000 citations to this point.

One of the first reported approaches using an ab initio
tight-binding MD formalism was the development by
Sankey and Niklewksi [2]. Within a tight-binding-like
formalism many materials science investigations involving
larger systems can be calculated with only a slight decrease
in the accuracy. This is particularly useful where a quantum
mechanical description is important to the investigated
system’s fundamental chemistry or atomic dynamics, but
where a smaller model system would inadequately describe
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the proper physical environment. In addition, there are even
larger systems (i.e., enzymes or zeolites) which can only be
currently calculated using these approximate methods; using
more exact methods would be computationally prohibitive.
The original Sankey–Niklewskiy (SN) method is based on
norm-conserving pseudopotentials [3, 4] and solely uses the
local density approximation (LDA) limit of DFT, using the
Harris–Foulkes functional [5, 6]. The atomic basis set was
originally a minimal non-orthogonal local-orbital basis of
slightly excited fireball orbitals; this was the first introduc-
tion of short-range numerical atomic-like orbitals used in
electronic-structure methods [2, 7]. The electronic eigen-
states are expanded as a linear combination of pseudo-atomic
orbitals within a localized minimal sp3 basis for the atoms.

Several studies on a variety of systems ranging from
biomolecules to semiconductors have shown the SNmethod
to be an efficient and successful tool for performing efficient
electronic-structure calculations. Some of the earlier seminal
work using the SN method is noted in calculations of
fullerenes [8], Si surfaces [9], and a-Si [10, 11], the latter
reference demonstrated an excellent representation of the
Staebler–Wronski effect through simulation. The achieve-
ment of the SN method is evident by noting that aspects of
the method are utilized in other notable computational
methods (e.g., SIESTA) [12–17]. Improvements to the
method, now called FIREBALL, include a self-consistent
extension originally developed and successfully applied to
complex silicas [7, 18–22].We have applied an expansion of
the basis set [23] to correctly obtain self-consistent
polarization states to polar molecules such as octahydro-
1,3,5,7-tetranitro-1,3,5,7-tetrazocine (HMX, an highly
energetic explosive molecule) [23–26]. In other earlier
work, we have included an overlap-expansion formalism in
the SN method for modeling hydrogen-bonding interactions
[27, 28]. Implementation of a linear-scaling algorithm
[12, 29, 30] in addition to this hydrogen-bonding model
provided for the first ab initio DFT calculation of a 10-mer
deoxyribonucleic acid (DNA) molecule [31].

Some more recent impressive highlights of FIREBALL
include two surface studies in high impact journals. The first
by Sugimoto et al. reported precise measurements of short-
range chemical forces that occur between a scanning probe
tip and a surface. FIREBALL was used to sensitively predict
how these chemical forces in silicon, tin, and lead (with very
similar chemical properties) would change depending on the
atom type; thereby providing interpretation of the exper-
imental results [32–34]. The second by Otero et al. reported
the formulation of C60 and the triazafullerene C57N3 from
aromatic precursors using a highly efficient surface-
catalyzed cyclodehydrogenation process. FIREBALL was used
here to predict the structure of the aromatic precursors and
the structures at different stages of the process [35, 36].

In this review, which is by nomeans exhaustive, we give
a summary of the most recent FIREBALL formalism and
discuss a survey of recently published results from the past
decade. Primarily, we report on recent enhancements to
the exchange-correlation multi-center expansion of the SN

method and we summarize more recent FIREBALL results
regarding a variety of systems such asDNA, transition-metal
oxides, metallic nanostructure systems, disordered systems,
as well as calculated properties of surfaces and interfaces.
The sampling of results represented in this paper indicated
a tribute to the impact that Otto F. Sankey has had in the
field of electronic-structure, materials science, physics, and
chemistry.

2 Methodology FIREBALL is a real-space local-pseu-
doatomic-orbitalMD implementation of DFT, cast in a tight-
binding-like form, that provides a substantial improvement
in computational efficiency and high accuracy. At the core
of the theory is the replacement of the Kohn–Sham self-
consistent density functional by an approximate self-
consistent functional based on atomic occupations numbers
[18, 37]. We provide a summary of the details of the method
in the following sections.

2.1 Localized pseudo-atomic orbitals and basis
sets In solving the one-electron Schrödinger equation [see
Eq. (2)], we use a set of numerical atomic-like orbitals based
on a pseudo-potential formalism. The construction of the
pseudopotentials commences with the self-consistent
solution of the Kohn–Sham equations for all electrons of
the free atom. For the free atom, the exchange-correlation
energy Exc[r], and respectively for the exchange-correlation
potentialVxc½r; r#, various parameterizations of the LDA and
of the generalized gradient approximation (GGA) are
available [38–45]. Having solved the single particle
equations for all electrons of the free atom, the pseudo-
potential and pseudo-atomic wavefunctions are generated
via the freely available fhiPP code from Fuchs and Scheffler
[46] by means of the Hamann-scheme or in the Troullier–
Martins form as discussed in detail in Refs. [47] and [48].
The pseudopotentials are then transformed into the fully
separable form suggested by Kleinman and Bylander [49].
The absence of unphysical ghost states is checked by
examining the bound state spectrum using the analysis of
Ref. [50].

Our localized pseudo-atomic orbitals, which we
refer to as fireballs, are expressed in the form
(catomic

fireballðrÞ ¼ f ðrÞYlmðu;fÞ), where f(r) is a radial com-
ponent and Ylmðu;fÞ is the angular component which are the
spherical harmonic functions. The fireballs orbitals are
slightly excited due to the boundary condition that they
vanish at some radius rc (c

atomic
fireballðrÞjr'rc

¼ 0) instead of the
atomic boundary condition that they vanish at infinity. This
boundary condition is equivalent to a ‘‘particle in the box’’
and has the effect of raising the electronic energy levels (es,
ep, ed; ::: atomic eigenvalues). This slight excitation accounts
for Fermi compression in solids which apparently gives a
better representation of solid-state charge densities [51]. The
radial cutoffs (rc) are chosen such that these electronic
eigenvalues remain negative and are mildly perturbed from
the free atom. For instance, Fig. 1 shows a plot of the s, p,
and d fireball orbitals representing oxygen’s free-atomic
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wavefunctions. It is important that the rc’s are chosen to
preserve the chemical trends of the atoms, i.e., the excitation
of the atoms must be done in a manner that preserves the
relative ionization energies and relative atomic sizes. A basis
for judiciously choosing these rc’s was discussed in a
previous work [7].

We find the use of localized fireball orbitals to be
computationally advantageous. Given any two atomic
orbitals, i and j, beyond some cutoff radius (rci þ rcj), the
matrix elements Hij and Sij become exactly zero. Therefore,
there is only a prescribed interaction range over which the
integrals must be evaluated. A multi-center approach is used
(see Fig. 2) and all interactions up to three-centers are
computed exactly. This inherent sparseness allows one to
more readily implement linear-scaling algorithms for

obtaining the band-structure energy. Within the FIREBALL
approach integrals are pre-calculated on a numerical grid and
the specific values needed are gleaned from the tabulated
values via interpolation. We choose an interpolation method
that maximizes numerical stability. Because these integral
tables depend only on the atom type, their rc values, and the
type of DFT exchange-correlation functional used, the
integral tables only need to be generated once, for a given
number of atomic species, rather than calculating integrals
‘‘on-the-fly’’ during an MD simulation. This pre-generation
process lends itself to parallelization via spreading the
integrals out overmultiple processors based on integral types
[23, 30]. This parallelization is particularly important, since
the number of integrals needed for each database grows as
order N3 with the number of atom types in the database.

Our approach allows a flexible choice of basis sets
permitting double numerical (DN) or additional polarization
sets. Earlier work shows that addition of the DN set yields
better results in ab initio tight-binding methods similar to
FIREBALL [13, 14]. DN basis sets are currently generated by
holding the ground state wavefunction fixed and exciting
electron density to a higher orthogonal state with the same rc
value. There are other approximations for generating
additional DN basis sets as discussed in [13, 14, 52].
Polarizing d functions (unoccupied orbitals in the ground
state atom) are generated by exciting the electron density into
a d shell with a well chosen rc value. These radii must be
chosen such that the proper chemical trends (such as
ionization) are maintained between atomic orbitals. For
example, choosing one orbital radius as very large and
another orbital radius as too small would artificially
encourage charge transfer from the latter to the former. It
should be noted that the d shells used in FIREBALL consist of
five spherical harmonic d functions as opposed to the six
Cartesian d functions used with some Gaussian basis sets.
Polarization provides a flexibility in the basis set that was not
available in the functions of lower angular momentum, and
thus may improve the chemistry. The use of DN basis sets is
particularly important in the self-consistent implementation,
since charge transference will significantly alter the net
potential energy, which alters the kinetic energy via the
virial theorem, which in turn effects the curvature of the
wavefunction.

On other hand, one wishes to find a universally-robust
minimal basis set, which would significantly speed up
performed simulations, but still keeping desired accuracy.
Therefore, we devised an alternative approach to define a
single numerical basis set obtained as a linear combination of
only two primitive numerical atomic orbitals corresponding
to the ground states of the neutral atom and the 2þ ion,
respectively [53]. We applied the method searching for an
optimized single numerical basis sets for some sample
hydrocarbons and for other systems made of carbon (e.g.,
graphene, fullerenes, nanotubes). We found that the new
optimized basis sets yield an important lowering of the total
energy, and bondlengths in very good agreement with the
experimental evidence. The approach is a promising tool for
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Figure 1 (online color at: www.pss-b.com) Local pseudo-atomic
orbitals for oxygen. The basis shown is double numerical in s and p,
with a d polarization state.

Figure 2 Interactions are pre-computed using a multi-center
expansion; a three-center expansion is shown. If the distance
between any two centers is larger than the cutoffs of the two wave-
functions on the centers, then the overlap is zero and the interactions
between centers will go to zero. For example, if jRb(Raj is larger
than the cutoffs of the two wavefunctions, rca and rcb, where rca
is the cutoff of atom a and rcb is the cutoff of atom b, e.g.,
jRb(Raj > rca þ rcb as shown, then the overlap is zero and the
interactions between centers will go to zero.
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the simulation of complex organic materials, beyond the
hydrocarbons, using optimized minimal basis sets.

2.2 Tight-binding density-functional form-
alism At the core of the FIREBALL method is the initial
replacement of the Kohn-Sham energy functional by an
approximate self-consistent extension of the Harris–Foulkes
functional [5, 6, 18]:

EHarris
tot ¼ EBS þ Uion(ion(Uee rinðrÞ½ #

! "

þ Uxc rinðrÞ½ #(Vxc rinðrÞ½ #f g: (1)

The main difference between the Kohn–Sham and
Harris–Foulkes functional is that the latter is defined entirely
in terms of an input charge density, rinðrÞ; whereas, the
former is defined in terms of both an input and output charge
density. In Eq. (1), EBS is the band-structure energy
2
P

i2occ ei
# $

, where ei are the eigenvalues of the one-
electron Schrödinger equation given by

( !h2

2m
r2 þ VðrÞ

% &
ciðrÞ ¼ eiciðrÞ (2)

with

VðrÞ ¼ VextðrÞ þ mxc rinðrÞ½ # þ e2

2

Z
rinðrÞ
jr(r0j d

3r0: (3)

The second term of Eq. (1) is the short-range repulsive
interactionwhich is the ion-ion interaction offset by the over-
counting of the Hartree interactions. This term is given by

Ushort-rangeðrÞ ¼ Uion(ion(Uee rinðrÞ½ #
! "

; (4)

with

Uion(ion ¼ e2

2

X

i;j

ZiZj
Ri(Rj

'' '' (5)

and

Uee rinðrÞ½ # ¼ e2

2

Z
rinðrÞrinðr0Þ

r(r0j j
d3r d3r0: (6)

The last term of Eq. (1) is a correction of the exchange-
correlation, given by

Z
rinðrÞ exc rinðrÞ½ #(mxc rinðrÞ½ #f g: (7)

This term arises because the one-electron Schrödinger
equation contains the exchange-correlation potential
mxc½rinðrÞ#; however, the correct exchange-correlation
energy is obtained from exc½rinðrÞ#. In general, the calcu-
lation of the one-electron Hamiltonian matrix elements
as well as the double-counting Hartree and exchange-
correlation terms [Eqs. (4) and (7)] in terms of pre-calculated
data files as outlined in the original SN paper. Long-range
Hartree terms are discussed in Ref. [18].

In evaluating the total energy of the system [Eq. (1)], the
input density to be evaluated is a sum of confined spherical
atomic-like densities,

rinðrÞ ¼
X

i

nijfiðr(RiÞj2: (8)

The orbitals fiðr(RiÞ are the slightly excited fireball
pseudo-atomic wavefunctions which are used as basis
functions for solving the one-electron Schrödinger equation
[Eq. (2)]. The self-consistent occupation number, ni,
determines the number of electrons occupying each
spherically confined atomic-like densities, and is given by

ni ¼ n0i þ dni: (9)

As a comparison, in the Harris–Foulkes approximation
(implemented within the original SN method), the input
density is not determined self-consistently, but rather the
occupation numbers are taken as the reference atomic
density (ni ¼ n0i ). It has been shown that the total energy has
errors that are only second order in the errors of the input
density [2, 5]. Therefore, to the first order in drðrÞEq. (1) can
be rewritten by replacing the total self-consistent density
[Eq. (9)] by the reference density (ni ¼ n0i ).

2.3 Exchange–correlation interactions Weevalu-
ate exchange–correlation (XC) interactions in FIREBALL
using the McWEDA method proposed by Jelı́nek et al.
[54], which uses a many-center expansion based on an
expansion of the density a site at a time. This method
provides advantages over the nearly uniform density
approximation which was utilized in the SN method [2].
Primarily, this is a higher order approximation than the
nearly uniform density approximation and it can be used in
principle with gradient corrected functionals. The aim is to
calculate the exchange-correlation contributions from pre-
calculated integrals stored in data tables, using a three-center
approximation. We distinguish two cases (im is the atomic
site corresponding to orbital m and in is the atomic site
corresponding to orbital n): (a) on-site matrix elements
(im ¼ in) and (b) off-site matrix elements (im 6¼ in).

In order to improve the SN approach and generalize it
beyond the minimal sp3 basis sets (see Ref. [54] for a
discussion), we calculate exchange-correlation matrix
elements as the sum of a main (one-center or two-center)
term plus a correction. The main term is calculated exactly,
while the correction is calculated using the many-center
expansion proposed by SN. In order to calculate this
correction,we define a generalized SN (GSN) approximation
for the exchange-correlation matrix elements as follows

Z
fimðrÞVxc½r; r#finðrÞdr ¼ Vxc½rmn; r#S

þ V 0
xc½rmn; r#

Z
fimðrÞr rð ÞfinðrÞdr( rmnS

( )
;

(10)
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with

S ¼
Z

fimðrÞfinðrÞdr: (11)

This approximation allows us to calculate correction
terms in a practical way. We define the average densities,
rmn, as

rmn ¼
wmjrjwn

* +

wmjwn

* + ; (12)

where the weighting functions, wm, are taken as a spherical
average of the pseudo-atomic orbital, sowil ¼ jRilðrÞjY00ðVÞ,
where jRilðrÞj is the absolute value of the radial functionRil (r)
associated with the orbital fil. These functions use the idea of
importance-sampling to define an average density for each
matrix element.

(a) On-site matrix elements (im ¼ in). Here, we simply
add and subtract a contribution associated with the
atomic density ri at site i, and write formally, the
matrix elements as a one-center contribution plus a
correction consisting of several terms based on the
functional derivative of the potential and the average
density, r. Using the GSN approximation Eq. (13) to
calculate the correction we obtain (see Ref. [54] for
further details)

Z
fimðrÞVxc½r; r#finðrÞdr ¼

Z
fimðrÞVxc½ri; r#finðrÞdr

þ V 0
xc½rmn; r#

Z
fimðrÞr rð ÞfinðrÞdr( rmnS

( )

( V 0
xc½ri; r#

Z
fimðrÞri rð ÞfinðrÞdr( riS

( )

þ Vxc½rmn; r#(Vxc½ri; r#
# $

S;

(13)

where S is defined as in Eq. (11), and with

ri ¼
wmjrijwn

* +

wmjwn

* + : (14)

The one-center term (first term on the right-hand side) is
calculated exactly and is much larger than the
correction terms.

(b) Off-site matrix elements ððim ¼ iÞ 6¼ ðin ¼ jÞÞ. Proceed-
ing in a similarmanner as for the on-sitematrix elements,
we first write the matrix element as a two-center main
contributions that we calculate exactly (also using the
two-center density,rij ¼ rj þ rj), andacorrection that is
evaluated using the GSN approximation in Eq. (10). We

obtain for theMcWEDAevaluation of the off-sitematrix
elements
Z

fimðrÞVxc½r; r#fjnðrÞdr ¼
Z

fimðrÞVxc½rij; r#fjnðrÞdr

þ V 0
xc½rmn; r#

Z
fimðrÞr rð ÞfjnðrÞdr( rmnS

( )

( V 0
xc½rij; r#

Z
fimðrÞ ri rð Þ þ rj rð Þ

# $
fjnðrÞdr( rijS

( )

þ Vxc½rmn; r#(Vxc½rij; r#
# $

S;

(15)

where S is defined as in Eq. (11), and with

rij ¼
wmjrijjwn

* +

wmjwn

* + (16)

(indices m and n are omitted here for clarity). In
Eqs. (13) and (15), rmn, which includes all density
contributions, is defined using Eq. (12).

Equations (12)–(16) form the basis of the McWEDA
approximation for the calculation of the exchange-corre-
lation matrix elements. The initial SNmethod’s multi-center
expansion with these subsequent improvements through
McWEDA, coupled with fireball orbitals and pre-computed
data files are what form the important theoretical under-
pinnings of the FIREBALL methodology. Notice that in this
approach the GSN approximation, Eq. (10), is only used to
evaluate the correction terms to the dominant one- or two-
center contributions. Our approach for determining the
exchange-correlation interactions is independent of the type
of functional used. Previously, we have considered two types
of exchange-correlation density functionals within FIREBALL
– LDA and Becke exchange (B88) [41] with Lee–Yang–Parr
(LYP) correlation [40]; implementation of other functionals
is academic.

2.4 Self-consistency implementation The repres-
entation of the input electron density in the form given by
Eq. (8) prevents us from achieving self-consistency in the
standard way, where rinðrÞ ¼ routðrÞ at each point r. Instead
of that, we take a point of view based on a local-orbital
formulation of DFT [37], where self-consistency is imple-
mented on the orbital occupancies. Therefore, in our self-
consistent procedure [18] the occupation numbers of the
input density in Eq. (8) are non-neutral (i.e., ni ¼ n0i þ dni)
and the total energy is now a function of the self-consistent
occupation numbers ni, Etot½rinðrÞ# ) Etot½ni# (ni 6¼ n0i ). In
order to determine the self-consistent ni’s we use the
following approximate method. Firstly, we define the output
occupation numbers nouti as

nouti ¼ 2
X

a

jhcaj’iij
2; (17)
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where ca are the occupied eigenstates of Eq. (2) and wi are
the atomic-like orthogonal orbitals of Löwdin [55]:

’i ¼
X

j

ðSÞ(
1
2

ij fj: (18)

Secondly, we determine the occupation factors ni from
the ‘‘self-consistency’’ condition nouti ¼ ni for all i, where ni
is the input occupation numbers from Eq. (8). Equation (17)
may be viewed as a way of projecting the output electron
density obtained fromEq. (2) into a density of the form given
by Eq. (8) The problem of finding the self-consistent solution
has therefore been simplified from that of matching of the
input and output densities on the M*M*M grid in real
space (M is the number of points on the grid and can be
extremely large for fast varying densities) to that ofmatching
n*N real numbers (N is the number of atoms, and n is the
number of valence shells on each atom).

3 Applications of the FIREBALL method
3.1 Doped TiO2 and TiO2 Nanostructures The

success of the FIREBALL methodology in predicting bulk
properties of materials stems from the early inception of the
SN method [2], later developments with self-consistency
[18, 37], and improvements in the multi-center expansion
of the exchange-correlation [54]. One of the important
features of FIREBALL is the flexibility of constructing real-
space localized basis functions to take advantage of
fundamental chemistry in atomic bonding. This allows a
substantial improvement in computational efficiency with-
out suffering the loss of accuracy and hundreds of published
results to a variety of materials attest to effectiveness of the
method.More recently,much success has been demonstrated
in the area of transition metal oxides, particularly, a review
of bulk and nanostructures of TiO2 using FIREBALL is
presented here.

The importance of TiO2 is mostly evident from noting
that in 1972, Fujishima and Honda demonstrated that the
photoexcitation presented inTiO2 is promising to chemically
split water to form H2 and O2; thus the potentiality of solar
energy conversion through semiconducting materials was
conceived [56]. The only issue which restricts the broad
range of applications for TiO2 in solar energy conversion is
the intrinsic large band bap of TiO2. Only 3% of the solar
spectrum (ultraviolet) can be utilized, which dramatically
decreases the efficiency of TiO2 in light absorbance.
Therefore, considerable efforts have been devoted to
decrease the band gap and increase the light absorbance.
Impurity doping is one of the typical approaches to extend
the spectral response of a wide band gap semiconductor to
visible light. Recently, it was shown that anionic non-metal
doping of TiO2 are ideal for optimal engineering of the
valence band states by introducing deep-level states and
thereby decreasing the band gap [57–62].

3.1.1 Results for bulk TiO2 Two phases of TiO2 are
considered of primary interest in photoactivity – rutile and

anatase; both are tetragonal. The tetragonal rutile (anatase)
structure belongs to the space group P42/mnm (D14

4h) (I41/
amd (D19

4h)), containing 6 (12) atoms per unit cell. Structural
parameters for both rutile and anatase have been determined
to a high degree of accuracy from the neutron diffraction
experiments performed by Burdett et al. [63]. We have
calculated the optimal structures by minimizing the total
energy of the rutile and anatase structures with respect to the
lattice parameters a and c, and the internal parameter u. Our
results of these structural parameters in both rutile and
anatase are within 1% of the experimental results; bulk
moduli data are within 5% of the experimental data [54, 64].
From the equilibrium lattice parameters, we have calculated
the self-consistent electronic band structures for rutile and
anatase along the high-symmetry directions of the irreduci-
ble Brillouin zone. Band-width results using FIREBALL are
consistent with other calculations [54, 64]. The traditional
use of the LDA and the Kohn–Sham approximation
generally underestimates (compared to experiment) the
band gap for insulators and semiconductors; however, finite
local orbital basis sets tend to overestimate band gaps. Thus,
the G point band gap of 3.05 eV (3.26 eV) for rutile (anatase)
is in agreement with the reported experimental gap of
3.06 eV (3.20 eV) [64].

One approach to developing next-generation TiO2

photocatalysts is to form alloys by substitutional ‘‘doping’’
with anionic species such as C, S, or N as metal oxide
materials like TiO2 exhibit wide band gaps (3.0 eV for TiO2);
resulting in photoactivity which utilizes only a small
percentage of the solar spectrum. This approach is quite
promising because such doping will contribute p-states near
the valence band much like any other deep donor level in
semiconductors. Using FIREBALL, Wang and Lewis [65]
found that carbon produces states above the reference TiO2

valence band edge and seen in Fig. 3.
In their work, two supercells for both rutile and anatase

were constructed based on our theoretically determined
equilibrium structures. The larger supercells contains
64 primitive unit cells (384 atoms in total) and randomly
substituted carbons were placed at oxygen sites, yielding
carbon concentrations of 0.26%. In smaller supercells, which
contain 16 primitive unit cells (96 atoms in total), we
randomly substitute 5 carbons yielding a 5.2% concen-
tration. The band gap narrows as a result of the carbon and
gap energies are 2.30 and 2.45 eV for 5.2 and 0.26%
concentration of carbon, respectively. Similar results are
observed experimentally as several studies report a red shift
in the absorption spectra [57–62]. Irie et al. [60] and Khan
et al. [58] both show energy levels just above the valence
energy which corresponds to substitutional carbon only.
They also conclude that the substitutional carbon atoms are
responsible for the visible light absorption. The experiments
by Khan et al. [58] show appreciable absorption from carbon
at wavelengths less than 535 nm in samples of+5% carbon.
This corresponds to a band gap energy of 2.32 eV and is
comparable to our calculated band gap for 5.2% carbon
concentration.
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An interpretation given by Asahi et al. [57], which we
support is that the states in the gap should overlap sufficiently
with the bands of TiO2 to transfer photoexcited carriers to
reactive sites at the catalyst surface within their lifetime. Our
DOS calculations in Fig. 3 show that there is significant
overlap with the carbon states and TiO2 valence bands for
5.2% carbon concentration. Contrarily, the three energy
levels in the DOS for the lower concentration are quite
distinct and highly localized on the single carbon dopant. As
seen in the right plots of Fig. 3, the states are highly localized
and there is no significant overlap for the 0.26% carbon
concentration; hence, the states do not mix with Ti or O and
as a result, the charges will not easily migrate to the surface
where they are required for catalysis [64, 65]. Instead,
these highly localized states indicate that lower-percentage
dopings produce impurities in the material which will act
as recombination centers. Not until 5.2% carbon concen-
trations are considered, do the dopant states mix with the Ti
and O states and thereby produce sufficient charge injection
to Ti/O reaction sites. Accordingly, our prediction is that
5.2% carbon concentration will exhibit much more photo-
catalytic efficiency than the 0.26% carbon concentration.
Experimentally, there is an obvious correlation between
carbon content and photocatalytic efficiency. A concen-
tration of 5% yields an improved efficiency in splitting
water [58]; but a much lower efficiency (+0.2%) for the
decomposition of gaseous 2-propanol (IPA) albeit photo-
catalytic in the visible.

3.1.2 Nanostructured TiO2 In recent decades, as
improvements have beenmade to synthesize nanostructures,
nanoscale titanium dioxide materials have been exploited
extensively in many applications including photocatalysis,
solar cells, biomaterials, memory devices, and as environ-
mental catalysts (see Ref. [66]). Among TiO2 polymorphs,
anatase is of paramount importance since it exhibits higher
reactivity in many cases [67], especially as the system size

decreases to the nanoscale; TiO2 nanocrystals appear to
prefer the metastable anatase phase rather than the rutile
phase due to the lower surface energy of anatase particles
[68]. Generally, it is believed that the behavior of TiO2

nanoparticles are greatly different from either bulk or
atomic scale clusters due to the formation of disordered
curvature on the nanoparticle facets. The surface energies of
finite size particles are different from the surface energies of
planer surfaces, as the curvature of the finite size particles
must be accounted for in addition to their surface crystal
direction.

Calculations using FIREBALL have demonstrated the
atomic structures and electronic properties of medium size
(from 182–774 atoms) anatase nanoparticles, as well as
interpret the underlying mechanism for chemisorption of
watermolecules at nanoparticle sites [66]. These results have
established that the atomic and electronic properties of
nanoparticles are very different from the bulk anatase. The
reason why the behavior of TiO2 nanoparticles exhibits a
great difference from bulk and atomic scale clusters is the
formation of corner (or edged) Ti atoms which can act as hot
spots to interact with the species existing around nanopar-
ticles. The edged Ti atoms are juncture connected between
two different surfaces exposed in nanoparticles (see Fig. 4).
Small peak states were found near the Fermi energy levels in
the band gap of calculated nanoparticles. The highly
localized states and the symmetric distribution on the edged
Ti atoms, these small peak states are surface states which
interact with electrons acceptor species around nanoparti-
cles. The underlying mechanism is also shown in Fig. 4;
these gap state peaks on the nanoparticles surfaces act as
reaction or chemisorption centers. The concept of nanopar-
ticle reactivity and the role of edges is explored in several
joint experimental and theoretical investigations such as the
decomposition of the methyl orange in the visible irradiation
for doped TiO2 nanobelts and shape-enhanced nanoparticles
[69–71]. These results give insights into the development
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Figure 3 (online color at: www.pss-b.com) Plot of the density of states (left plots) and the degree of localization (right plots), both are
functions of the electronic energy, for two concentrations of C doping (5.2 and 0.26%) in TiO2. The localization ismeasured by the entropic
quantityW (from Refs. [64, 65]) which is the number of accessible atoms for the given electronic energy and which describes the spatial
extent of the electronic state.
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of visible light photocatalysts based on nitrogen-doped
nanostructures with large specific surface area and unique
morphology, which are important ingredients to improve
photocatalytic, electronic, or gas sensing performance.

3.2 Surfaces and interfaces The FIREBALL approach
has been applied extensively to study the atomic, electronic
and dynamical properties of surfaces and interfaces [72–75].
The advantage of this ab initioMD technique is that, due to
the excellent balance between accuracy and computational
performance, it makes an exploratory tool to search for
unknown surface atomic structures [76, 77], study their
electronic structure, and investigate atomic motions on the
surface [78, 79]. One of the first applications of the FIREBALL
code to surface systems was the analysis of the atomic and
electronic structure of the Si(111)-5* 5 dimer-adatom-
stacking (DAS) fault reconstruction, in what was the largest
first-principles MD relaxation to that date [9]. These
calculations show that the adatom dangling-bond (DB)
states control the electronic structure around the Fermi
energy, the six DB states (corresponding to the six adatoms)
being filled with only three electrons. Similar results
have been found for the Si(111)-7* 7 DAS reconstruction,
where the twelve adatom DBs share five electrons [80].
FIREBALL calculations have been performed as a first-step
to analyze the electron correlation effects on these surfaces
[80, 81].

A primary example of the use of FIREBALL as a first-
principles exploratory tool is the theoretical investigation of

reversible phase transitions at clean and adatom decorated
semiconductor surfaces [82–84]. In these transitions the
translational symmetry of the surface changes reversibly
as a function of the temperature [82]; this structural two-
dimensional transition is often accompanied by an electronic
insulator-metal (IM) transition. Typical examples are theffiffiffi
3

p
*

ffiffiffi
3

p
$ 3* 3 transitions in Sn or Pb adatom decorated

Ge(111) or Si(111) surfaces [82, 84, 85], the 4* 1 $ 8* 2
transition in In/Si(111) [86], and the 2* 1 $ cð4* 2Þ
order–disorder transitions in Si(100), Ge(100), and SiC(100)
[83]. The atomic mechanisms responsible for these 2D
reversible transitions have been under intense debate. From
a fundamental point of view, two questions must be solved:
(1) what is the origin and precise atomic structure of the low
T phase? (2) which are the atomic dynamical processes that
give rise to the structural (and eventually IM) transitions?
The first question has already proven a difficult theoretical/
computational problem due to (i) the delicate energy
differences between candidate atomic structures, (ii) the
inaccuracies present in all first-principles methods, and
(iii) the complex energy landscape that has to be explored in
order to find the relevant atomic geometries which usually
involve not obvious distortions from ideal structures. First-
principles MD simulations may be performed in an attempt
to answer the second question.

3.2.1 Dynamical fluctuations on the Sn/Ge(111)
surface The Sn/Ge(111)-

ffiffiffi
3

p
*

ffiffiffi
3

p
$ 3* 3 transition

[85] has been extensively studied (e.g., see Ref. [84] and
references therein). The ground state atomic geometry
was found using FIREBALL and an MD annealing technique
[87, 88]. In this 3* 3 structure one Sn adatom (per unit cell)
is displaced upwards and the other two Sn adatoms are
displaced downwards, see Fig. 5, with a total vertical
distortion+0.3 Å; notice that there are three equivalent 3* 3
ground state structures, since the up Sn-atom can be
any of the three Sn atoms in the unit cell. This
distortion has been shown to be related with a surface soft
phonon [89]. In the ideal

ffiffiffi
3

p
*

ffiffiffi
3

p
surface there is one

electron in each SnDBbut in the 3* 3 structure theDBof the
upper Sn atom is completely filled with two electrons
while the two down Sn DBs share the other electron. These
results indicate a strong coupling of 2D lattice vibrations
with electrons in DB states close to the Fermi energy (or
frontier orbitals).

The observed transition to a
ffiffiffi
3

p
*

ffiffiffi
3

p
symmetry has

been studied using FIREBALL MD simulations [88, 90], see
Fig. 6. These first-principles MD show how the system
develops a chaotic motion above the transition temperature
Tc, jumping between configurations associated with the
different (but equivalent) 3* 3 geometries. The time-
scale of these fluctuations is on the order of 10(12 s; these
dynamical fluctuations yield a

ffiffiffi
3

p
*

ffiffiffi
3

p
symmetry on

average, explaining the apparent contradiction between
electronic properties (time-scale of photoemission +10(15)
and the structural symmetry observed (e.g., time-scale of
STM or LEED +10(3 s).
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Figure 4 (online color at: www.pss-b.com) The electronic proper-
tiesof anatasenanoparticlewith228atoms.Thesmall peaksexisting
in the band gap are surface states distributed in the edged Ti atoms.
The surface states act as possible relay trap of electrons and hot spots
to interact with species, such as water molecules.
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3.2.2 Dynamical fluctuations on the In/Si(111)
and SiC (100) surfaces A similar investigation has been
carried out for the In/Si(111)-4* 1 $ 8* 2 [91–93] and b-
SiC(100)-2* 1 $ cð4* 2Þ [94] reversible transitions. In
these systems, due to the underlying soft phonons, at high
temperature the system frequently visits atomic configurations
that are metallic while jumping between ground states that are
insulating, explaining the observed IM transitions [94].

3.2.3 Metal–organic interfaces FIREBALL has also
been used as the basic computational tool to analyze different
metal–organic interfaces, such as C6H6/Au(111) and
C60/Au(111) [95], as well as TCNQ/Au(111) [96]. Metal–
organic systems represent a challenge for standard DFT
simulations not only because these are typically large

systems, but also for two important problems: the poor
description of van der Waals forces [97, 98], resulting in
many cases in a non-reliable molecule-surface adsorption
geometry, and the organic energy gap problem [99, 100]. To
correct these deficiencies, FIREBALL DFT-LDA is combined
with a calculation of the charging energy U of the organic
molecule on themetal surface [100, 101] to properly describe
the transport gap and the energy level alignment at the
interface; also, van der Waals interactions are taken into
account to obtain a reliable molecule–surface adsorption
distance. FIREBALL has also been used in combination with
otherDFT techniques to investigate the formation of fullerenes
and triazafullerenes on the Pt(111) surface through the
catalytic dehydrogention of aromatic molecules [35], and the
hydrogenation of b-SiC(100) semiconductor surfaces [102].

3.3 Transport properties of nanostructures The
Local-orbital formulation of DFT offers certain technical
advantages in describing molecular conductance [103–105].
The formulation in terms of local orbitals has an added value,
as the transport properties can be easily calculated from the
resulting first-principles tight-binding Hamiltonian using
Green’s function techniques. In particular, Sankey has
developed a Green’s function method based on the
FIREBALL Hamiltonian and used it to describe molecular
conductance in simple alkene chains, ply-alanine, DNA, and
other molecular systems [104, 106–110]. More recently, a
non-perturbative scattering theory framework for transport
calculations was introduced inside the FIREBALL Hamiltonian
to describe ballistic conductance in nanostructures using the
Lippmann–Schwinger (LS) scattering theory [111, 112]; the
local-orbital DFT Hamiltonian can be readily used within a
self-consistent NEGF formalism [113, 114] to describe the
inelastic tunneling spectroscopy (e.g., C60 [115]) and
electron–phonon interactions in quatro-alanine bridges [116].

The methodology of using the FIREBALL-like
Hamiltonian with its local orbital basis, and a non-
perturbative scattering theory framework for transport
calculations, was introduced in [112]. In that work, the
system under consideration is two semi-infinite leads with a
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Figure 5 (online color at: www.pss-b.com) The Sn/Ge(111)-3* 3
atomic structure (side view and top view). The short arrows indicate
the soft phonon distortions linking the ideal 3* 3 structure to the
3* 3 ground state. The long arrows (top view) indicate the 3* 3
lattice vectors. Notice that there are three equivalent 3* 3 ground
states, corresponding toSnatoms1,2, or 3 in theup-position (and the
other 2 in down-position).

Figure 6 (onlinecolorat:www.pss-b.com)(left)MDsimulationat350Kshowingtheverticalposition(inÅ)of the3Snatomsintheunitcell
as a function of time, z(t). The first-principlesMD simulation shows how the system at room T is jumping between the three different 3* 3
groundstates inachaotic fashion,givingriseonaveragetoa

ffiffiffi
3

p
*

ffiffiffi
3

p
symmetry. (right)The3Snatommotiononthephasespace(g(t)versus

b(t)) of the normal coordinatesbðtÞ ¼ ½2z1ðtÞ(z2ðtÞ(z3ðtÞ#=
ffiffiffi
6

p
;gðtÞ ¼ ½z2ðtÞ(z3ðtÞ#=

ffiffiffi
2

p
. Theblackdots in this figure indicate theposition

of the three different 3* 3 ground states.
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nano-device sandwiched between them. A structure like
this could describe a molecule connected to two wires or
a eaky capacitor with a very thin dielectric layer, or a
scanning tunneling microscopy (STM) experiment. The
formalism developed by Zhang et al. is extremely flexible
and can work with any local orbital DFT code with minor
modifications.

The goal of the theory is to describe the current flowing
from one lead to another through a nano-size ‘‘device’’
region. Using the Fermi golden rule the total current is given
by the usual expression:

I ¼ 8p2e

h

Z 1

(1
dE

X

l;r

jTlrðEÞj2 * dðE(ElÞdðE(ErÞ

* f ðE(mlÞ(f ðE(mrÞ½ #;
(19)

where ml and mr refer to the electrochemical potential of
the left and right leads, respectively, and a multiplicative
factor of two has been included to account for spin
degeneracy. The probability of scattering from left to right is
given by the square of the corresponding matrix element,
which we obtain by means of the elastic scattering theory.
The transmission matrix element Tlr is the matrix element of
the scattering operator, which is given by the LS equation
[117],

T̂ ¼ V̂ þ V̂ĜV̂: (20)

Here, V̂ is the scattering potential describing the interaction
of the Bloch electrons coming from the lead with the ‘‘device
structure’’ and Ĝ is the full Green’s function of the problem.
If only the first term on the right hand side of Eq. (20) is
retained, the theory reduces to the first Born approximation.
However, the full T̂ operator is accurate to all orders.

At low temperature, the Fermi functions in Eq. (19) can
be approximated by step functions resulting in the final
expression for the total current:

I ¼ 2e

h

Z mr

ml

dE TðEÞ; (21)

where the transmission function T(E) is given by:

TðEÞ ¼ 4p2
X

jTlrðEÞj2dðE(ElÞdðE(ErÞ: (22)

Therefore, the problem of computing the current is
reduced to that of calculating the transmission function T(E).
The current–voltage characteristic is readily obtained by
integrating the transmission function over the energy
window defined by the electrochemical potentials of the
leads. If T(E) is assumed to vary little, then this reduces to
the Landauer formula I ¼ 2e2

h T0ðmr(mlÞ ¼ 2e2

h T0V with
the quantum of conductance 2e2

-
h ¼ 12:9 kV [118].

Starting with Eq. (20), one can directly obtain the
following compact expression for the transmission:

TðEÞ ¼ Tr ĜrĜdĜlĜ
,
d

h i
; (23)

where the indices l, r, and d stand for the left, right, and
‘‘device’’ (i.e., the scattering region) portions of the
modeled system, respectively. Equation (23) is widely used
to calculate the transmission function for a molecule
sandwiched between two contacts. Operators G and G
describe the leads and the device region of the problem,
respectively. We describe both regions microscopically by a
DFT FIREBALL Hamiltionian within LDA. The Hamiltonian
describing our system is simply:

Ĥ ¼ Ĥl þ Ĥr þ Ĥd þ V̂ ; (24)

where Ĥl and Ĥr describe uncoupled left and right leads,
e.g., semi-infinite metallic wires, respectively, Ĥd describes
the scattering region (also uncoupled), and V̂ describes the
coupling between the leads and the scattering region (the
‘‘device’’).

It is worth mentioning that Hamiltonians in Eq. (24)
operate only in their own mutually orthogonal Hilbert spaces,
while the operator V̂ provides the coupling between these
spaces. In principle, the direct vacuum tunneling between the
leads still can be described, but a device structure with a
vacuum gap in the middle needs to be constructed. Thus, the
device region can be constructed large enough to ensure that
there is no direct interaction (non-zero matrix elements)
between left and right leads, and the matrix elements of the
T-matrix are given by:

hrjT̂ jli ¼ hrjV̂ þ V̂ĜV̂jli ¼ hrjV̂dr þ V̂drĜV̂dljli
¼ hrjV̂drĜV̂dljli;

(25)

where V̂dl and V̂dr are the couplings between the device and
the left/right leads, respectively, and the interaction operator
V̂ is a sum of these two couplings V̂ ¼ V̂dl þ V̂dr. Using the
definitions of Eq. (25) the transmission function can, after
some algebra, be put in the form given by Eq. (23) (for more
details see [112]).

This formalism has been applied to the leakage problem
in a Si–SiO2–Si capacitor [21]. The atomic scale capacitor
structures were generated using FIREBALL molecular-dyna-
mical simulations, and the quantum leakage current was
calculated using the LS formalism, results shown in Fig. 7
were in good agreement with experiment [119].

The periodic boundary conditions are applied in two
lateral directions, and the two-dimensional Brillouin zone
integrals are evaluated using the special k-points technique.
We use the real space block-recursion scheme to describe
semi-infinite leads in the direction of propagation. Complex
self-energy operators take into account the open boundary
condition. The presented theory suffers three major limita-
tions: (i) it is not self-consistent in the applied field, (ii) the
difficulties of the DFT with the excited states lead to
incorrect tunneling barriers, and (iii) this is a scattering
theory and its applicability to the non-equilibrium problem is
not clear. The first and the third problems can be overcome
in the non-equilibrium Green’s function formulation.
However, the band gap problem is a serious limitation for
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the methodology if applied to device simulations, and can be
overcome only outside LDA. The recent development of
hybrid potentials [120] may offer a practical solution of this
difficulty.

Experimental and theoretical studies of the atomic,
electronic, and transport properties of nanostructures and
their mechanical stability have received a lot of attention in
the last decade, due to its potential application in the
electronic industry. Computer simulations play a significant
role in exploration of mechanical and transport properties of
nanostructures, but due to the complexity of these materials
and processes, addressing them with fully-converged DFT
methods is computationally very demanding. Efficient DFT
methods, such as FIREBALL, with very favorable accuracy/
efficiency balance are probably the best available tools for
such calculations. Similar to the approach of Zhang et al.
described above, approaches to the electron transport based
on Green’s function technique were also developed within
the FIREBALL code by others [121–123].

The methodology was successfully applied to diverse
problems such as the electron transport in atomic contacts or
molecular junctions. For example, it has been used to
simulate different metallic (Al, Pd, or Au) nanowires,
included up to +150 atoms, submitted to mechanical load
up to the final breaking point [54, 124–127]. One of the most
interesting outcome of these studies is the enhanced
chemical activity found in mono-atomic gold nanowires
[126, 127]. In addition, the role of irradiation induced defects
and temperature in the conducting properties of single-
walled carbon nanotubes has been analyzed by means of the
FIREBALL code [128, 129]. Theoretical simulations pointed
out strong influence of small number of vacancies on the
electron transport regime, where strong Anderson localiz-
ation effect appears and a seemly universal curve exists for
the resistance as a function of the number of defects.

This methodology has also been successfully applied to
study the electron transfer in fully relaxed molecular
junctions [130]. The electron transport through molecular
junction is strongly affected by the Fermi level alignment
and charge transfer on molecule/metal interfaces.

Understanding the mechanism responsible for the barrier
height formation between ametal and an organicmolecule or
monolayer has been the subject of intensive debate. As
mentioned above, the simulation of metal-organic systems
using DFT is not a trivial task; in particular, the DFT energy
band gap of the organic material is usually significantly
underestimated. Recently, the transport gap and energy level
alignment in the nanogap organic molecular junctions
formed by a C60 molecule in between two Au-tips [101], or
in between an Au-tip and a Au(111) surface [131] have been
analyzed using FIREBALL. In these calculations the charging
energy of the molecule on themetal surface is calculated and
used to properly determine the transport gap.

3.4 Simulations of scanning probe microscopy
Scanning Probe techniques, such as Atomic Force
Microscope (AFM) and Scanning Tunneling Microscope
(STM), have already achieved outstanding performance in
characterization and modification of surfaces and nanos-
tructures. However, further proliferation of the Scanning
Probe methods is closely tied with detail understanding of
undergoing processes during imaging or manipulation at
atomic scale.

In particular, a proper interpretation of experimental
STM measurements requires often sophisticated theoretical
approach including several effects, such as influence of
electronic and atomic structure of tip, the electron transfer
going beyond the first order approximation or image
potential effects. An important tool to achieve this goal is
computationally efficient total energy DFT calculations
using the FIREBALL code combinedwith the electron transport
calculations based on Green’s function technique (for detail
description of methodology see [121, 132]). The theoretical
approach is based on the calculation of the independent tip
and sample electronic structures, and the coupling of both
sides of the interface using Green’s function formalism.
These simulations included realistic tip models and electron
transfer going beyond the first-order Bardeen approxi-
mation. In addition, an extended basis formalism, based on
a local basis formalism, can also be used to calculate the tip
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Figure 7 (online color at: www.pss-b.com) The quantum leakage current through an ultra thin silicon dioxide layer calculated within the
scattering theory. Plots are (a) atomic level model of the Si–SiO2–Si structure, (b) the transmission through the structures of different
thickness, and (c) the theoretical tunneling current compared with experiment (Ref. [119]).
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and sample structure [121]. In this approach, the tip sample
interaction is obtained calculating the hopping integrals
between the orbitals of both sides. The approach allows us to
treat on the same foot both the tunneling and the contact
regimes, where commonly used perturbation methods give
incorrect results [133].

In this approach the Hamiltonian is written as the sum of
three terms: Ĥ ¼ Ĥ

s þ Ĥ
t þ Ĥ

t(s
, with one term associated

with the sample (s), onewith the tip (t), and finally a term that
takes into account the interaction between tip and sample
(t–s). Then, we can write down an expression for the
electrical current flowing between tip and sample is, that only
involves the calculation of the Green’s functions for the
isolated tip and sample and the hopping matrix that couples
both parts of the system

I ¼ 4pe

!h

Z þ1

(1
dE * ftðEÞ(fsðEÞ½ #

* Tr T̂tsr̂ssðEÞD̂
r
ssðEÞT̂ str̂ttðEÞD̂

a
ttðEÞ

h i
; (26)

where T̂ st, T̂ ts are the hopping matrices, fiðEÞ ði ¼ t; sÞ is the
corresponding Fermi–Dirac distribution function, r̂tt and r̂ss
are the density of states matrices associated with the tip and
sample, while

D̂
r
ss ¼ 1̂(T̂ stĝ

r
ttðEÞT̂ tsĝ

r
ssðEÞ

. /(1

and

D̂
a
tt ¼ 1̂(T̂ tsĝ

a
ssðEÞT̂stĝ

a
ttðEÞ

. /(1

where ĝrtt and ĝass mean the retarded and advanced Green’s
function for the tip and sample, respectively. Notice that the
denominators D̂

r
ss and D̂

a
tt take into account the multiple

scattering effects via the summation up to all orders of an
expansion of the electron scattering across the tunneling
barrier between tip and sample. Here, we should stress here
these terms are responsible for the saturation of the
tunneling current for small tip–sample distances (see e.g.,
[122]).

3.4.1 STM surfaces The FIREBALL tool has been
successfully adopted to analyze atomic scale STM images
of semiconductor [134–136] andmetal surfaces [36, 122]. In
particular, the FIREBALL approach allows to perform complex
studies of dependence of atomic scale contrast on atomic and
chemical structure of probe [133, 137].

3.4.2 Ga/Si(112) The combination ofMD capabilities
of FIREBALL and the accurate simulation of STM images
(based on the local-orbital Hamiltonian provided by
FIREBALL) has proven very useful to unravel the atomic
geometry for the quasi-one dimensional surface reconstruc-
tion ofGa on Si(112) [138, 139]. Recent progress in scanning
probe instrumentation tends to combination of both AFM
and STM into one tool, where the tunneling current and force
is recorded simultaneously. Therefore, computer simu-
lations analyzing both quantities from tunneling to contact

regime are necessary. The FIREBALL tool has been already
used to analyze such dependence of the tunneling current and
force along tip approach on nanotubes [140] and graphene
[141], semiconductor [142], or metal [122, 143] surfaces.

3.4.3 AFM atomic and chemical resolution
Computer simulations of AFM consists in description of
tip–sample interaction as function of many parameters, such
as tip–sample distance or chemical and atomic structure of
probe. What more, in AFM experiments probes are used to
approach to distanceswhere the chemical bond is established
between outermost atoms of sample and probe. Therefore,
a quantum description of the problem is mandatory. To
fulfill these requirements large set of DFT simulations with
different parameters/configurations is necessary. Hence, the
FIREBALL technique seems to be an optimal choice for such
task. Indeed the FIREBALL technique has been successfully
used to understand AFM atomic scale contrast on semi-
conductor [144] or metal-oxides [145]. The computer
simulations significantly contributed to a new method
allowing the single-atom chemical identification on surfaces
using force site spectroscopy [33].

3.4.4 AFM manipulation Understanding different
mechanisms leading to manipulation of single atoms on
surfaces call for DFT simulations exploring complex phase
space of atomic configurations under different tip–surface
interactions. After an optimal pathway between selected
atomic configuration can be detected, functions of tip–
sample distance, temperature or the chemical and atomic
structure of different tips can be determined. The FIREBALL
code has been successfully applied for description of the
lateral single-atom manipulation on the Si(111)-(7* 7)
surface at room temperature performed in the attractive
interaction regime [32] and the vertical atomic exchange
between tip and sample realized in the strong interaction
regime [34]. One of the main obstacles of SPM technique is
knowledge of reliable atomic structure of probes. Recently,
FIREBALL has been used as a tool for complex study, where
reliable atomic structures of Si-based probes have been
predicted [146].

3.4.5 AFM dissipation and Kelvin probe force
microscopy (KPFM) In addition, DFT simulations per-
formed with the FIREBALL code have shed more light into the
energy dissipation at atomic scale [147–149] observed in
AFM or the atomic contrast recently observed in KPFM
[150]. In this case, simulations using the FIREBALL code
providedmore insight into the origin of the atomic resolution
inKPFMdue the electron density redistribution induced by a
formation of the chemical bond between outermost atoms of
tip and sample (see Fig. 8).

3.5 Disordered bulk systems One of the main
frontiers of material science is the physics of disorder,
namely answering the questions: ‘‘What is the nature of
topological disorder in amorphous solids?’’ and ‘‘How does
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topological disorder influence physical observables?’’ The
observables in question involve structural, vibrational,
electronic, and optical properties. It is worth reflecting
briefly on the state of this field when FIREBALL appeared.
Empirical potentials reigned supreme: the Stillinger–Weber
[151] and Tersoff [152] potentials were the prime tools for
simulating the liquid and amorphous states. With 25 years
between the 1985 papers and today,we can state that ab initio
methods led to a genuinely revolutionary change inmaterials
theory.

Amorphous semiconductors were a hot topic starting in
the fifties and impressive strides were made with analytic
theory in the early days, and leading scientists debated the
most basic features of amorphousmaterials:Were they nano-
crystalline?, Why did amorphous semiconductors possess a
band gap (when it was usually stated that this required long-
range order)?,Whatwas the character of electronic states in a
topologically disordered system?, and:Was the ‘‘continuous
random network’’ picture of the topology of glasses due to
Zacharisen [153] correct [154]? We now have fairly secure
answers to these and other questions in part because the
availability of accurate and efficient codes like FIREBALL and
its application to these materials.

The lack of translational invariance (long-range order) in
amorphous systems means that the standard apparatus of
solid state physics based uponBlochs theorem is useless. The
advent of ab initio MD allowed for the creation of realistic
computer models of materials that could be directly
compared to experiment. The basic idea, borrowed from
classical MD [155], was to make a model by superficially
mimicking the glass transition: equilibrating a liquid and
then slowly quenching it until atomic motion was arrested.
To eliminate surface effects (but introduce other less
destructive artifacts!), periodic boundary conditions were
used, and the Brillouin zone of the supercell was usually
ignored, sampling k integrals only atG. FIREBALL proved to be
a great tool to create realistic computermodels of amorphous
materials and it enabled an answer to the most basic question

of all: ‘‘Where are the atoms?’’, the overarching challenge to
understanding disordered systems.1

3.5.1 Amorphous silicon By current standards the
first few FIREBALL calculations were rather primitive:
involving typically 64 atoms, or more impressively (at the
time!), 216 atoms. The first application of FIREBALL to a bulk
amorphous material [158] compared the FIREBALL forces on
each atom in a tiny 32-atommodel of a-Si to those estimated
by standard empirical potentials. The discrepancies were
large, and as expected, most severe for highly strained
configurations. This was perhaps the first quantitative
measure of the inadequacy of the empirical potentials for
representing a topologically disordered network. A useful
fringe benefit of the calculation was an indication that
computing the electronic structure only at the G point was
seriously deficient for such a small system, a point that is now
generally understood.

These early structuralmodels providedmuch insight into
the defect states (which are all important for electronic
applications). Since the seminal work of Thorpe andWeaire
[159] it was believed that a four-coordinated Si atom would
produce a site-projected density of states with an optical gap.
Drabold et al. [160] showed that sufficient bond angle strain
led to midgap states. With these early models, and taking
advantage of an excellent 216-atom model made by
Djordjevic et al. [161], they next studied the dynamics of
the a-Si models, with an emphasis on both the vibrational
density of states, and the thermally induced fluctuations in
the Kohn–Sham eigenvalues [10]. Experiments on the
temperature dependence of the electronic band tails had just
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Figure 8 (onlinecolorat:www.pss-b.com)Calculateddifferential electrondensity (eV Å3) showsformationof thechemicalbondbetween
Si-based tip and Pb adatom on the Si(111)-(7* 7) surface during a tip approach (from left to right).

1 Since this paper is primarily a review of FIREBALL and its applications, we
do not comment extensively on contemporary calculations. Still, for
completeness, we should note that a number of important independent
studies on disordered systems began appearing about the same time using
plane-wave LDA, initially from the school of Car and coworkers [156].
Other workers were developingMDmore in the spirit of the Sankey–Allen
paper [1], performing tight-binding MD simulations [157].
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appeared [162], and FIREBALL allowed us tomake a direct link
to the experiments, working out the physical differences
between the broadening mechanisms intrinsic to the valence
and conduction band tails. Their work noted for the first time
that the electron–phonon coupling was strongly correlated
with the spatial localization of the energy eigenstates, a result
that proved to be far more general [163]. They also showed
that a prevailing explanationfor the existence of exponential
band tails (the so-called Urbach edges) was incorrect. The
inverse participation ratio was computed to characterize the
spatial localization of the electron states and its energy
dependence hinted at the nature of the mobility edge in a real
material, an idea which led to subsequent insights on the
Anderson transition [164]. The work has subsequently
developed and led to new insight into origin of the Urbach
edge in disordered systems [79, 165].

Based on a clever idea of Fedders [11], a first ab initio
interpretation of the Staebler–Wronski effect, which is the
experimental observation that light exposure creates struc-
tural (and electronic) defects in a-Si:H that act as carrier traps
and reduce the efficiency of photovoltaics, was evaluated.
The idea was to take the Kohn–Sham states as ‘‘genuine’’
single-particle eigenstates, and to treat low-lying unoccupied
states as excited states. Thus, the approach byFedders simply
transferred an electron (or pair of electrons) from the HOMO
state to the LUMO or adjacent levels by changing the
occupations and the time evolution of the system in this
artificially excited state was studied. The Hellmann–
Feynman forces derived from occupying a well-localized
LUMO state led to significant and highly non-local
rearrangements, in agreement with experiments on the
material [11]. While this occupation change model has
serious shortcomings and ambiguities, it has the virtue that a
realistic estimate of the electron–phonon coupling is
included. It is probably still the most realistic scheme
available, short of a proper non-adiabatic approach which at
present is computationally difficult.

3.5.2 Amorphous chalcogenides Chalcogenide
glasses (materials involving S, Se, or Te in elemental and
alloyed forms) are of great interest for applications
(examples include phase change and conducting bridge
memory devices), and of scientific interest because for wide
composition ranges, these materials are excellent glass
formers and have the interesting feature that the composition
may be continuously varied within the glass-forming
window. Since the connectivity changes with changing
composition (e.g., as more highly coordinated atoms are
added) the network becomes more rigid, this has led to
fascinating work on vibrational phase transitions (the floppy
to rigid transition [166]), and the more recent idea of the
intermediate phase [167]. FIREBALL has been particularly
successful with glassy chalcogenide materials, offering a
nearly ideal combination of efficiency and accuracy.

The first realistic model of the classic glass GeSe2 was
made with FIREBALL in 1995 [168] in collaboration with
experimentalists studying the vibrational density of states of

the material. The amalgam of FIREBALL, the structural model,
and Sankey’s scheme for computing the dynamical matrix
from first principles2 easily led to the solution of a much
debated puzzle; a split A1 (tetrahedral breathing) band seen
in Raman experiments, and its atomistic origin (shown in
Fig. 9). By direct calculation with a fairly realistic model, we
showed that the two humps in the central and were due to
separate contributions from corner and edge sharing GeSe
tetrahedra (Fig. 10). Thiswas an early example of the success
of FIREBALL as a ‘‘mathematical microscope’’ [169].

A technologically important and scientifically fascinat-
ing class ofmaterials are the amorphous solid electrolytes: in
our case, insulating glasses heavily doped with transition
metals (most commonly Ag or Cu). Based on the pioneering
experimental work of Kozicki and Mitkova (summarized in
Ref. [164]), the compositions [GeSe3]1x:Agx were studied,
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2 Historical aside: FORTRAN comments in this code included Beach Boys
lyrics, that the reader can easily guess.

Figure 9 Vibrationaldensityofstates, fromRef. [168],experiment
(due to Cappelletti and Kamitakahara) (open circles) and theory
(solid line) for 63-atom model of glassy GeSe2. The secondary
companion mode of the central (A1) band is determined to be due
to edge-sharing Se tetrahedra around Ge atoms.

Figure 10 Calculated neutron structure factor S(Q), from Ref.
[170], of Ag-doped glasses compared to experiment.
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with x¼ 0.1 and 0.15. FIREBALL was used to create the first
computer models of this class of materials and two
interesting facts emerged [170]. It is worth noting that this
is a very complex material: it has an odd stoichiometry, with
a Ge concentration inadequate to allow for a chemically
ordered network, and more importantly populated with
transition metal ions. A priori, the preferred positions for the
Ag ions, and even the basic topology of the chalcogenide
glass host were unknown.

Even with the application of a mindless ‘‘quench from
the melt’’ simulation, 240-atom models were found to be in
frankly impressive agreement with experiment (the neutron
structure factors from experiment and theory are reproduced
in Fig. 10). In the structure factors, every essential feature is
present, even the shoulders near Q¼ 1(1, a harbinger of the
so-called ‘‘first sharp diffraction peak,’’ well known in
studies in many glasses (and weak in this system because of
the presence of the Ag and low concentration of Ge relative
to the stoichiometric material, GeSe2).

To comprehend the fundamental processes of ion
conduction, and to forge links to experiments, the motion
of the Ag is the key. To our initial surprise, we observed that
the hopping of Ag ions could be directly simulated with
FIREBALL employing using time scales that are easily
accessible (albeit, at a somewhat exaggerated temperature).
This is of course in stark contrast to the usual experience in
MD that diffusive events are very hard to capture by simply
integrating the equations of motion (e.g., solving F ¼ ma).
The Ag is weakly enough bound to the host that in
simulations under 100 ps, several trap-release events are
observed (see Fig. 11).

The situation is somewhat similar to the case of proton
hopping in Si [171, 172], where interesting hopping events
occur on MD-accessible time scales.

3.6 Disordered molecular systems: Dynamically
amorphous DNA Combining several theoretical tech-
niques, we have developed an electronic-structure-based
approach for performing large molecular-dynamical simu-
lations of large biomolecular systems andwewere the first to
apply electronic-structure techniques to a 10-mer DNA
molecule. For large systems such as the 10-mer DNA (644
atoms), we have implemented a variational linear-scaling
technique to solve for the total energies and forces from the
sparse Hamiltonian and overlap matrices [31]. Furthermore,
we have developed a massively-parallel algorithm using
message passing interface (MPI) to manipulate extremely
large sparse matrices required for linear-scaling algorithms
and have exhibited simulations of up to 6000 atoms [30]. The
use of local-orbitals in the FIREBALL method yields a very
sparse Hamiltonian matrix, which facilitates using a linear-
scaling algorithm to obtain the electronic band-structure
energy. Evaluation of forces is also written in a massively
parallel procedure so that linear-scaling is achieved for MD
simulations.

The mechanisms of electron or hole transport in DNA
has been examined intensely over the past two decades as
DNA has potential nanotechnological applications [173].
Our computational methodological developments in
FIREBALL and its application to DNA have undoubtedly
contributed to a better understanding of charge mechanisms
in the molecule.

In one of our prominentDNA investigations [24], a state-
of-the-art empirical force fieldMDsimulationswere coupled
with FIREBALL to examine the effects of DNA structural
changes on the charge transport. As demonstrated in a model
periodic structure of poly(dA)-poly(dT) DNA (using an
Arnott B-DNA model where each base pair is rotated by 368
and translated by 3.38 Å; thereby, 10 base pairs complete one
full pitch of the double helix), the HOMO–LUMOelectronic
states are ideal periodic Bloch-like states (100 s of atoms
participate in the state) which extend greatly throughout the
molecule [174]. However, when thermally-driven dynami-
cal fluctuations (no large-scale distortions) of the poly(dA)-
poly(dT) DNA molecule are considered, strong Anderson
localization results (the state is accessible to only about 30
atoms) in the electronic states near the band edge of theDNA
molecule which we attribute to the off-diagonal disorder due
to structural changes promoted by the thermal fluctuations.
This is a similar localization that is observed in a-Si as
discussed in the previous section.

Additionally, these band-edge states, which are pre-
dominantly located on a single adenine or thymine base,
dynamically trading locations in time from one base to
another base. Figure 12 shows the localized HOMO state
relocating to different sites in themolecule as the structure of
the molecule changes. This disorder results from dynamical
variations ofDNAwith its environmentwhichmay verywell
suggest an important mechanism of charge transport along
the DNAmolecule. These simulations support experimental
data (see Ref. [173] for a review) suggesting that these
structural dynamical variations are the predominant
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Figure 11 (online color at: www.pss-b.com) Two-dimensional
projection of trajectories of the most diffusive (indigo and brown)
and least diffusive (black) Ag atoms for GeSe3 doped with 15 Ag,
simulated at T¼ 1000K, fromRef. [170]. The total simulation time
was 62.5 ps.
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mechanisms for charge transfer in DNA. This is strongly
supported also from calculations of the band-gap tunneling
states in DNA; we show that the tunneling decay is more
rapid than many other organic molecules and that DNA is a
poor tunneling conductor [175].

4 Summary FIREBALL has contributed to the physics of
condensed matter directly, being the prime tool used in
hundreds of papers fromgroups around theworld, and also as
a conceptual breakthrough that has motivated the creation of
other powerful codes, especially SIESTA. It is worth
reflecting on how condensed matter theory has changed
since the advent of ab initio molecular dynamics in 1985.
Many materials science and chemistry problems that were
formerly untouchable by theory can now be routinely
modeled in highly realistic ways. This is particularly true
of complex systems with a structure that cannot be directly
inferred from experiment. The legacy of FIREBALL and
associated methods is a strong new thread between
experiment and theory; Otto F. Sankey was one of the key
spiders forging the link. The future is very bright indeed,
with remarkable new links to newmaterials and experiments.
The authors of this paper have been privileged to be working
on these problems at an auspicious time of growth and
development. We expect that the work will continue for
many more academic generations.
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[93] C. González, J. Guo, J. Ortega, F. Flores, and H. H.
Weitering, Phys. Rev. Lett. 102(11), 115501 (2009).

[94] D. G. Trabada and J. Ortega, J. Phys.: Condens. Matter
21(18), 182003 (2009).

[95] E. Abad, Y. Dappe, J. Martinez, F. Flores, and J. Ortega, J.
Chem. Phys. 134(4), 044701 (2011).

[96] J. I. Martı́nez, E. Abad, F. Flores, and J. Ortega, Phys. Status
Solidi B 248, 2044 (2011), this issue.

[97] Y. Dappe, M. Basanta, F. Flores, and J. Ortega, Phys. Rev. B
74(20), 205434 (2006).

[98] Y. Dappe, J. Ortega, and F. Flores, Phys. Rev. B. 79(16),
165409 (2009).

[99] F. Flores, J. Ortega, and H. Vazquez, Phys. Chem. Chem.
Phys. 11(39), 8658–8675 (2009).

[100] J. D. Sau, J. B. Neaton, H. J. Choi, S. G. Louie, and M. L.
Cohen, Phys. Rev. Lett. 101, 026804 (2008).
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and V. Drchal, Phys. Rev. B 77(12), 125104 (2008).

[137] C. Sanchez-Sanchez, C. González, P. Jelı́nek, J. Mendez, P.
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