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A B S T R A C T

The structural, vibrational, and electronic properties of glassy GeSe4 were studied, in conjunction with GeSe3,
using an approach combining Reverse Monte Carlo with density functional theory total energies and forces.
The models generated using the force enhanced atomic refinement (FEAR) technique showed close agreement
with both X-ray and neutron diffraction data while sitting in a deep enough energy minimum defined by
accurate interatomic interactions. These models produced important structural features of the system like the
Ge–Ge correlations and the first sharp diffraction peak (FSDP) and is in better agreement to the experiment
compared to the melt-quench (MQ) model.
1. Introduction

Modeling of atomic-scale structure and ordering in amorphous ma-
terials has been an area of active research for many decades now [1].
It follows that an understanding of the basic architecture of a material
creates an avenue for optimization of the material for wider applica-
tions. One material that has enjoyed tremendous scientific interest is
the glassy Germanium Selenide materials, g-Ge𝑥Se1−𝑥 (0 ≤ 𝑥 ≤ 1).
These materials can be made in glassy state over a wide range of 𝑥
(0 < 𝑥 < 0.43) [2], and reveal scientifically important ordering on the
atomic scale [3–6]. This has also gathered a lot of attention because the
connectivity of the covalently bonded network can be changed by alter-
ing the Ge:Se ratio over the glass forming region. Chalcogenide glasses
are known to exhibit a wide range of physical properties like high
linear and non-linear refractive indices, large infrared transparency,
and reversible amorphous to crystalline transition [7]. GeSe4 (𝑥 =
0.2) and GeSe3 (𝑥 = 0.25) are important starting material in many
opto-electronic applications, for example, purifying Se before glass
synthesis of g-GeSe4 fibers, used in optical telecommunication, notably
reduces optical losses in the mid-IR range [8]. This property also
extends to GeSe3 which has low optical absorption due to its wide
band-gap and configurable optical properties [9]. Using noble metals
(notably Ag) as an additive to GeSe glasses forms a useful material for
conducting bridge memory (CBRAM) devices, an ultra-low power non-
volatile memory technology [10–12]. GeSe glasses form an ideal system
to study the floppy to rigid transition with an increase in the mean
coordination as proposed by the constraint counting theory [13,14].
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As pointed out by Thorpe [15], the rigidity percolation occurs at a
mean coordination of 2.4, corresponding to GeSe4, where the network
transforms from floppy to rigid with the transition being accompanied
by abrupt changes in several physical properties [16–18].

For amorphous materials in general, accurate description of its
vibrational, electronic and optical properties is heavily dependent on
the availability of high quality structural models. For example, models
generated solely from molecular dynamics (MD) not only suffer from
short simulation times, but also produce unrealistic coordination defect
concentration [19]. However, several sophisticated models for GeSe
glasses exist which give better account of the structural properties
of the material [20–23], but the hybrid functionals used for those
models are computationally expensive and most fail at reproducing
the experimental Ge–Ge correlation function which is specified by the
so-called first sharp diffraction peak (FSDP). For chalcogenide glasses
with small Ge concentration, the Ge–Ge correlation function gives in-
formation on the Ge — centered structural motifs and hence contributes
substantially to features of the model (i.e. from the exchange and corre-
lation energy functional used [22,24,25] to the system size and residual
pressure effects [26]). It is noteworthy that efforts are being made
to improve the Ge–Ge correlation function, for example; Chaker and
co-workers [27] incorporated Van der Waals dispersion forces into first-
principle molecular dynamics simulations (FPMD) with BLYP (Becke,
Lee, Yang and Parr) exchange–correlation functional [28,29]; while this
requires additional calculations, it showed that Ge–Ge correlation is
sensitive to the kind of dispersion force considered. Therefore, since
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different conclusions can be inferred from the available models with
regard to the network structure of g-GeSe4 as well as g-GeSe3 due to
the inaccuracy in reproducing the Ge–Ge correlation function or some
other features, a break-through would be providing a model that can
be consistent with all measured partial pair correlation function as well
as experimental data.

The composition GeSe4 is of special interest in the study of the
floppy to rigid transition because this composition is the boundary
between the two states, corresponding to mean coordination number
2.4 calculated with the 8-N rule [30]. Therefore, one might expect
vibrational signatures to change significantly near this composition
especially for the low frequency (𝜔 → 0) limit. While the constraint
counting theory is foundational contribution to our understanding of
these materials, it is also idealized: it is based on a mean field theory
and ignores forces other than stretching and bending forces from ideal-
ized bonds. In our work, we do not make these approximations, so that
similarities and differences between the idealized and more realistic
systems are of interest.

Several attempts to theoretically model the structure of GeSe4 has
been made in the past ranging from RMC simulations [5,31–34] to
classical molecular dynamics [35–37] to complex density functional
theory based calculation with different exchange and correlation func-
tional [20,22,27,38]. An approach to simulating an acceptable model
which can be used to explore structure-based properties of g-GeSe4,
as well as address the discrepancies between experiment and predic-
tion of the Ge–Ge correlation function without using computation-
ally expensive hybrid functional involves: (i) directly using available
experimental information through the Reverse Monte Carlo (RMC)
technique [39]. (ii) a systematic minimization of the total energy of
the configuration as well as the discrepancies in the atomic coordinates
(caught by RMC) focused at increasing the probability of the system
settling on a global minimum. This method of teaching some chemistry
to the RMC is termed force enhanced atomic refinement (FEAR) [40–
42]. In this work, we use X-ray diffraction (XRD) data [43] to construct
realistic models for (g-GeSe4) and (g-GeSe3) and compare the results
obtained with previous theoretical calculations and experiments when-
ever possible. The models produced, in decent sizes, will be used to
study the network topology in both the short and intermediate range.

2. Methodology and models

We prepare models of GeSe3 (384 atoms at 4.31 g/cm3 [26])
nd GeSe4 (400 atoms at 4.38 g/cm3 [44]) at experimental densities
sing FEAR [40–42]. FEAR is a well-developed method for generating
omputer models for a wide variety of materials ranging from a -

Si and a -SiO2 to sodium silicates [45] and complex bulk metallic
glass [46]. Well-equilibrated liquid melts, at 2000 K for 10 ps, of
the models generated using the building block [19,47] method were
used as starting configuration for the FEAR method discussed else-
where [40]. FEAR is a successful technique to jointly satisfy struc-
ture factor data while at the same time producing a configuration
that is a suitable energy minimum according to VASP. The experi-
mental structure factor used was measured using high energy X-ray
diffraction carried out at the Advanced Photon Source (APS), Argonne
National Laboratory [43]. The energy minimization step used conju-
gate gradient (CG) algorithm in the projector augmented wave [48]
implementation of the ab initio plane wave density functional theory
package VASP [49–51] with Perdew–Burke–Ernzerhof [52] method as
the exchange–correlation functional.

To compare/validate our findings from the FEAR models, we cre-
ated a melt-quench (MQ) [19] models of the glasses with the same
density using VASP. This model started with a random configuration
of atoms, with no atoms closer than 2.0 Åfrom other atoms, and was
heated to 2000 K in 9 ps where it was equilibrated for 15 ps. The
equilibrated melt was cooled to 1000 K in 20 ps followed by a 10
ps equilibration at 1000 K. It was then cooled down to 300 K in 28
2

e

ps and was equilibrated at 300 K for 7 ps. The final models were
then relaxed with CG algorithm to minimize the forces on each atom.
Parallel FEAR calculations on smaller models (240 atom GeSe4 and 300
atom GeSe3) produced energy optimized structures but the agreement
with the experimental X-ray structure factor and the radial distribution
function was not on the same level as with the larger models.

3. Results and discussion

3.1. Structural properties

The total X-ray structure factor obtained from the models is shown
in Fig. 1, along with the experiment data [43] for comparison. FEAR
models show modest agreement with the experimental results [43]
and the most significant difference between the FEAR and the MQ
models is the presence of a pre-peak at 1.15 Å−1, although not matching
the experimental intensity, in the FEAR model. This peak is the first
sharp diffraction peak (FSDP) and is related to ordering of atoms in
the intermediate range [26,53]. Since, this FSDP arises mainly from
the Ge–Ge correlations [26], a FSDP mismatch of the model with the
experiment results in wrong Ge–Ge correlations as seen in the RDF
of the MQ model. The comparison of total neutron structure factor
obtained from the model with the experimental data [26], shown in
Fig. 2, also shows that the FEAR models align closer to the experiment
compared to the MQ models, markedly in the region around the FSDP.

The arrangement of atoms in real space and thus the bonding
environment is studied using the radial distribution function (RDF)
defined as:

𝑔(𝑟) = 𝑁
4𝜋𝑟2𝑉

𝑑𝑛(𝑟)
𝑑𝑟

(1)

where 𝑁 and 𝑉 denote the total number of atoms and the volume of the
imulation box respectively. 𝑑𝑛(r) denotes the number of atoms located
t distances lying between r and r +𝑑r. The radial distribution function
gr) gives the probability of finding an atom in a shell of thickness dr at

a distance r from a reference atom. Since our models had two species,
we also calculated the partial radial distribution function defined as:

𝑔𝛼𝛽 (𝑟) =
𝑁𝑐𝛼
4𝜋𝑟2𝑉

𝑑𝑛𝛼𝛽 (𝑟)
𝑑𝑟

(2)

where c𝛼 is the concentration of 𝛼 atomic species. The functions g𝛼𝛽(r)
enable the computation of the probability of finding an atom of type
𝛽 at a distance r from the reference 𝛼 atom. To calculate the total and
artial RDF both FEAR and MQ models were taken through an NVT
nsemble at 300 K and the results were averaged over 2500 configu-
ations collected over the final 5 ps of the simulation. The partial and
otal RDF from our models, plotted in Fig. 3, are in close agreement
ith the experimental results obtained using neutron diffraction with

sotope substitution [26]. The absence of Ge–Ge homopolar bonds
correlations below 3 Å) in GeSe4 observed in the neutron diffraction
xperiment [26] is exactly reproduced in our GeSe4 model. The position
f the peaks in the partial RDF and the mean coordination number,
utlined in Table 1 agree with available experiments.

In general, the models produce reasonable agreement with the
xperiment in terms of the Ge-Se and Se-Se correlations. However,
he Ge–Ge correlations, which is highly sensitive to the choice of the
odeling procedure, differ between the MQ and FEAR models. The
ependence of the Ge–Ge correlations on the exchange and correlation
nergy functional used in the simulations [24,25], the system size,
nd the quench protocol used [23,54] have been previously reported.
his absence of Ge–Ge correlations in GeSe4, also observed experimen-
ally [26], indicates the absence of Ge–Ge homopolar bonds, i.e. Ge
toms bond only to Se atoms. The first peak in the total RDF of GeSe4
rises from first neighbor correlations between the atoms within a
tructural motif. Thus, Fig. 3 suggests that there is no Ge–Ge correla-
ions in GeSe4 model for the FEAR model but such a correlation exists,
ven though small, for the MQ model. This finding also accounts for
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Fig. 1. Total X-ray structure factor of the MQ and FEAR models of GeSe3 (left panel) and GeSe4 (right panel) compared with experimental results from Moneeb et al. [43].
Fig. 2. Total neutron structure factor of the MQ and FEAR models of GeSe3 (left panel) and GeSe4 (right panel) compared with experimental results from Rowlands et al. [26].
v
f
S
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he discrepancy in the intensity of the first peak between the MQ and
EAR models of GeSe4. Experimental evidences have shown that there
s no Ge–Ge correlations in GeSe4 [26].

The structure of GeSe3 and GeSe4 can be viewed as a collection
f Ge centered tetrahedra connected to each other by Se atoms in
3

arious fashion namely edge shared (ES) and corner shared (CS). The
requency of occurrence of Se-Se homopolar bonds and the length of
e chains positively correlates with the Se concentration. Our models
or GeSe3 and GeSe4 show four distinct Se environments: Ge–Se–Se,
Se–Se–Se, and Ge–Se–Ge where the Se atom is shared by two Ge(Se)4
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Fig. 3. Partial radial distribution function of the MQ and FEAR models of GeSe3 (left panel) and GeSe4 (right panel). The RDF’s have been shifted vertically for clarity.
tetrahedra connected either in CS or ES fashion. This finding is in line
with NMR experiments on these materials [55]. The comparison of real
and reciprocal space information for GeSe3 and GeSe4 shows that an
increase in Ge-Se content within the intermediate phase (IP) creates
an additional length scale in the atomic ordering associated with the
intermediate range order arising from the connection of Ge atoms in
neighboring tetrahedra [56]. This manifests as a peak in the Ge–Ge
correlation in the GeSe3 and as a FSDP, with higher intensity compared
o GeSe4, in the S(Q). To study the difference in the Ge–Ge connectivity
etween GeSe3 and GeSe4, we calculated the statistics of the different

modes of connections between the Ge-centered motifs: namely corner-
shared and edge-shared, and tabulated in Table 2. The table shows
a significant increase in the connectivity between Ge-atoms, both CS
and ES, as we go from GeSe4 to GeSe3. This can be thought of as the
added Ge atoms trying to break up and crosslink the Se chain structures
by forming four-fold coordinated Ge-centered structural motifs [56].
Also, the ratio of ES:CS tetrahedra in GeSe3 is in close agreement with
results from MAS NMR experiment [55]. The frequency of the length
of most frequent isolated Se chains, made with Se atoms that are not
bonded to Ge, listed in Table 2 suggests that the addition of Ge atoms to
GeSe4 breaks the Se chain links to form cross-linking connections and
a more rigid network topology. The number of Ge–Ge bonds reported
in Table 2 for GeSe4 agrees well with the Ge–Ge coordination number
reported in Rowlands et al. [26].

The atomic correlation further than the nearest neighbor was an-
alyzed on the CG relaxed model using the ring statistics algorithm
that has been applied to both compositions using the ISAACS code.
The bond cutoff distances between atomic pairs are determined by
the first minima of the partial RDF and are different for GeSe3 and

eSe4. Within ISAACS, we used the algorithm developed by King [57]
nd later updated by Franzblau [58]. As seen in Fig. 4, there is a
ignificant difference in the distribution of the rings between the two
ompositions. These results are in significant agreement with previous
FT calculations [20]. The increase in the number of 4-fold rings in
eSe3 is attributed to the higher fraction of ES Ge(Se)4 tetrahedral
4

onnections compared to GeSe4.
Table 1
Position of the first peak (R𝛼𝛽 ) (in Å) in partial correlations calculated from FEAR
models of GeSe3 and GeSe4. The quantities in the brackets are taken from neutron
diffraction study by Rowlands et al. [26]. The average coordination number (�̄�) for
each model is also listed.

GeSe3 GeSe4
R𝐺𝑒𝐺𝑒 2.55
R𝐺𝑒𝑆𝑒 2.42 (2.37) 2.44 (2.37)
R𝑆𝑒𝑆𝑒 2.40 (2.34) 2.37 (2.35)
�̄� 2.50 2.38
�̄�(8-N) 2.50 2.40

Table 2
Statistics of the Ge–Ge connectivity in GeSe3 and GeSe4 calculated using Ge-Se bond
length of 2.90 Å. Ge atoms are considered bonded if they are less than 2.90 Åapart.
The number of ES, CS connections are normalized by the number of Ge-atoms in the
models. The number of the most frequent isolated Se-chains with different lengths 𝑛𝑆𝑒𝑛
is also listed.

GeSe3 GeSe4
CS 1.030 0.750
ES 0.135 0.125
𝑛𝐺𝑒𝐺𝑒 14 0
𝑛𝑆𝑒4 9 13
𝑛𝑆𝑒5 6 8
𝑛𝑆𝑒6 1 3

The bond angle distribution (BAD) is also studied to understand the
local structure around the Ge(Se)4 tetrehedra and the way they are
connected. The Se–Ge–Se BAD is peaked at around 110◦ indicating the
presence of tetrahedral order [20]. In Fig. 5, the Ge–Se–Ge BAD, arising
from connection between the tetrahedra, has clear peaks at ∼80◦ and
∼100◦ assigned to ES and CS tetrahedra, respectively. The intensity of
the ES peak appears to be inversely proportional to the Ge content as
previously observed [20]. This dominance of ES units is larger in GeSe3
which can also be seen from the ring statistics (see Fig. 4).
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Fig. 4. Distribution of rings of different size in the models calculated using
ISAACS [59]. Bond cutoff are taken from the first minimum of RDF.

Fig. 5. Bond angle distributions in the models computed for Ge–Se–Ge and Se–Ge–Se.
The BAD has been Gaussian broadened (with 𝜎 = 2.5◦).

3.2. Electronic properties

The electronic structure was studied using the total density of
states (DoS), partial DoS, and inverse participation ratio (IPR). These
quantities help us in several ways — validate/invalidate the models,
understand the conducting/insulating behavior, and study the extent of
localization of electronic states. The conduction in amorphous systems
depends mainly on the density of states and the extent of localization
of the Kohn–Sham states near the Fermi level. An account of the
localization of Kohn–Sham states is given by IPR defined as:

(𝜓𝑛) =
∑

𝑖 |𝑎
𝑖
𝑛|

4

(
∑

𝑖 |𝑎𝑖𝑛|
2)2

(3)

where 𝑎𝑖𝑛 is the contribution to the eigenvector 𝜓𝑛 from the 𝑖th atomic
orbital (s, p, and d) as calculated with VASP. Putting the definition in
simpler terms, localized states have high IPR value (ideally equal to
 = 1) while a completely extended state having a value of (1/N),
i.e. evenly distributed over N atoms. From Fig. 6, we observe that
our models have low DoS near the Fermi level. Furthermore those
states are highly localized, as suggested by higher values of IPR. The
combined effect of these findings suggests that the models are non-
conducting. Furthermore, the partial DoS plots show that the significant
5

contribution to the DoS comes from the Se atoms in both models. In f
order to understand the origin of the localized states near the Fermi
level, we show the atomic projection of four such states onto the atoms
in Fig. 7. As expected for localized states, the states are highly localized
on few atoms. Furthermore, these localized states arise mostly from the
Se chain links in the network which is also seen in the partial DoS in
Fig. 6.

3.3. Vibrational properties

The analysis of the vibrational properties of amorphous materials
not only provides a useful insight to the local bonding environment
but also helps understand the thermal and mechanical properties.
Vibrational properties of the models were studied using the harmonic
approximation. The Hessian matrix is computed by displacing each
atom in 6-directions (±𝑥, ±𝑦, ±𝑧) by 0.015 Å. The few lowest frequen-
cies arising from rigid supercell transitions were removed from the
calculations of the vibrational density of states (VDoS). The VDoS is
defined as:

𝑔(𝜔) = 1
3𝑁

3𝑁
∑

𝑖=1
𝛿(𝜔 − 𝜔𝑖) (4)

with N and 𝜔𝑖 representing the number of atoms and the eigenfrequen-
ies of normal modes, respectively. This definition suggests that any
requency that has larger number of eigenfrequencies in its neighbor-
ood will have a higher VDoS. The delta function is approximated by
Gaussian with a standard deviation of 1.5% of the maximum normal
ode frequency.

The extent of localization of each normal mode frequency is studied
sing the vibrational inverse participation ratio (VIPR) defined as:

(𝜔𝑛) =
∑𝑁
𝑖=1|𝐮

𝑖
𝑛|

4

(
∑𝑁
𝑖=1 |𝐮𝑖𝑛|

2)2
(5)

where 𝐮𝑖𝑛 is displacement vector of 𝑖th atom at normal mode frequency
𝑛. By definition, low values of VIPR indicate vibrational mode evenly
istributed among the atoms while higher values imply only a few
toms contributing at that particular eigenfrequency.

The total and partial VDoS plotted in Fig. 8 agree reasonably well
ith previous calculations on the materials [20,61] showing a broad
and centered at ∼80 cm−1 for both models and matching subsequent
eak positions. The low frequency peak at ∼50 cm−1 arises mainly from
he floppy modes arising from the vibrations among the loosely bound
e-atoms. As suggested by VIPR, these low frequency floppy modes
re highly delocalized and shared by a large number of Se-atoms. Sub
eaks at ∼160 cm−1 and ∼250 cm−1, arising from bond-bending and
ond stretching vibrational modes respectively, have been previously
eported [61]. The Se rich GeSe4 has a higher intensity of the high
requency motion associated with the A1𝑐 mode arising from the atomic
otion of Se atoms connecting edge-shared tetrahedra [62]. This can

e viewed as an effect of increased concentration of the ES tetrahedral
onnection in GeSe4 compared to GeSe3, a finding also seen in the
ing statistics analysis above. To facilitate a visual interpretation of
he different kinds of vibrational modes present in the system, we
ave included animations of representative modes along with this
anuscript.

. Conclusion

We generated realistic GeSe glasses in the intermediate range using
xperimental X-ray diffraction measurements. The models produced
howed good agreement with the experiment even without the use of
ybrid functional calculations. The structural, electronic, and vibra-
ional signature of the models were parallel with previous theoretical
nd experimental studies. The Ge–Ge correlations in these glasses
atched significantly well with experiments. This is a clear advantage

f the FEAR over the MQ technique because FEAR injects the exper-
mental information into the model in each step. As we moved from
eSe4 to GeSe3, we saw clear signature of breaking of Se chains and
ormation of cross-linking connections to form a more rigid topology.
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Fig. 6. Total and partial Electronic DoS and Inverse Participation Ratio (IPR) calculated for GeSe3 (left) and GeSe4 (right) models. The results are compared with photoemission
spectroscopy (red circles) [60] and previous simulation result (red triangle) [20].
Fig. 7. Projection of the localized states near the Fermi level onto atoms in GeSe3 (left) and GeSe4 (right) models. Red and green atoms indicate Ge and Se atoms respectively.
Only few atoms with higher projection of the states on them are shown.
Data availability

Data will be made available on request.

Acknowledgments

This work used the Extreme Science and Engineering Discovery
Environment (XSEDE), which is supported by National Science Foun-
dation, USA grant number ACI-1548562. We acknowledge the compu-
tational resources provided to us through XSEDE under the allocation
6

number DMR-190008P. I express my sincere gratitude to Donald Roth
for setting up and maintaining the computational resources.

Appendix A. Supplementary data

Supplementary material related to this article can be found online
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Visual representation of different kinds of normal mode vibrations
of atoms in the model. The low frequency modes come from the floppy
vibrational modes.
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Fig. 8. Total and partial VDoS and VIPR calculated for GeSe3 (left) and GeSe4 (right) models.
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