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We illustrate the structure and dynamics of electron states in
amorphous Si. The nature of the states near the gap at zero
temperature is discussed and especially the way the struc-
ture of the states changes for energies ranging from midgap
into either band tail (Anderson transition). We then study
the effect of lattice vibrations on the eigenstates, and find
that electronic states near the optical gap can be strongly
influenced by thermal modulation of the atomic positions.
Finally, we show the structure of generalized Wannier func-
tions for amorphous Si, which are of particular interest for
efficient ab initio calculation of electronic properties and
forces for first principles dynamic simulation. © 2000 by
Elsevier Science Inc.
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INTRODUCTION

The electronic states of amorphous semiconductors are of both
fundamental and applied interest. In this article we illustrate
three aspects of the electronic states: We begin by discussing
the zero temperature (equilibrium) electronic structure of a-Si.
We do this for a very large (4 096-atom) model of a-Si in
pleasing agreement with structural, vibrational, and electronic/
optical properties at the same time. The nature of the electron
states near the gap is elucidated by direct calculation, and we
find that the states are very complex. These visualizations
enable a qualitative understanding of the Anderson transition;
in simple terms this amounts to understanding how the struc-
ture of the electron states evolves from localized (near the

middle of the gap) to extended (well into either conduction or
valence bands). Next, we put the electrons and classical lattice
vibrations together; we show that the electronic band tail states
experience a very large electron–phonon coupling that strongly
affects the transport and optical properties of the material.
Finally, we present detailed calculations for Wannier-like func-
tions that are well localized in real space, and that span the
occupied electronic subspace for the amorphous silicon mod-
els. These functions have special importance for current com-
putational techniques (since they enable far more efficient
calculations than are achieved by working directly with eigen-
states, which are typically extended throughout the model).

BAND TAIL STATES AND THE
ANDERSON TRANSITION AT
ZERO TEMPERATURE

Since the seminal work of Anderson1 it has been known that
disorder induces localization of electron states. The detailed
understanding of this has been a field of tremendous activity in
condensed matter theory. In the parlance of amorphous semi-
conductors, the nature of the electron localization is determined
by the microscopic structure of the band tail and midgap
eigenstates and the dependence of this structure on the energy
of the state. In this section, we report the explicit microscopic
calculations of the band tail states using a very large and
realistic 4 096-atom model of a-Si (a cube about 43 Å on a
side), generated by Djordjevic et al.2 A related calculation for
amorphous diamond has been published.3 This work goes well
beyond related earlier work4 on 216 or fewer atom cells, which
accurately modeled deep gap states, but was limited in their
ability to modeltail states.

A localized-to-extended1,5 transition occurs near both the
valence and conduction band tails in a-Si, since midgap states
are bound to be Anderson localized in a realistic model of a-Si
and, likewise, states well into the valence or conduction bands
(beyond the mobility edges) are extended. While this picture is
certainly valid, it is also qualitative, and details, such as the
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exact nature of the mobility edge, are still controversial.6

Within finite-size limitations of our model, we indicate quali-
tative features of the transition that are robust and salient to real
a-Si, and that we suspect are relevant to any topologically
disordered insulator.

The approximations of this section are as follows: (1) an
orthogonal tight-binding Hamiltonian7 with ones and threep
basis functions per site and (2) the 4 096-atom supercell model
of a-Si proposed in Ref. 2. The tight-binding model is an
imperfect means of modeling electronic structure, but calcula-
tions4 demonstrate that the qualitative features of the localiza-
tion of electronic states due to disorder and their qualitative
placement compare well with experiment, or with more sophis-
ticated theory.8

The density of states for the Hamiltonian matrix is repro-
duced in the top panel of Figure 1 (Figure 1a): the global
structure of the density of states is shown in the inset.9 The
valence edge shows more tailing than the conduction edge:
This is consistent with experiments,10 and theory,11 which
show that the valence tail is primarily due to structural disor-
der, while the conduction tail is much more sensitive to tem-
perature, and originates in thermal disorder. Since this is a zero
temperature calculation, the relatively greater width of the
valence tailing is to be expected. The solid curve of Figure 1a
is the maximum entropy fit to the density of states, and is quite
exponential, similar to what we observed in amorphous dia-
mond.3 The decay parameterE0 [such that density of states
r(E) ; exp(2E/E0)] is 190 meV. In earlier calculations on 216
or fewer atom cells, there are simply too few states to obtain a
reasonable sampling of the band tail energy range.4,12

Next, we computed 500 midgap and band tail electronic
eigenstates in the energy range between20.5 and 1.5 eV,
essentially exactly using the Lanczos13 scheme. The position
and localization of the individual states are reported in Figure
1b. Each spike indicates an energy eigenvalue, and the height
of the spike is the localization from the inverse participation
ratio (IPR): I(cn) 5 N¥i51

N ani
4 /(¥i51

N ani
2 )2, wherecn 5 ¥i51

N

anifi is thenth eigenvector andfi is one of theN orthogonal
(tight-binding) basis orbitals. The IPR for ideally extended
states is near 1.0 and an ideally localized state (on one basis
orbital) would yieldI 5 N. Figure 1b shows a smooth falloff in
IPR as energy (doping) changes from midgap (say, near 0.5
eV) into the valence tail (near 0.0 eV). If the exact positions of
the eigenvalues from Figure 1b are fit to an exponential form
for the tail (dashed curve in Figure 1a), we get almost exactly
the same tail as from maximum entropy. In Figure 1c, we
estimate the DC conductivity using the Kubo formula,14 where
in this plot, the abscissa indicates the position of the Fermi
level and the predicted conductivity from the states discussed
in Figure 1b. We note that (1) the midgap states are incapable
of carrying current since they are localized and sparse in the
energy gap, (2) if the states become dense (and extended)
enough, a nonzero conductivity is obtained when the model is
doped to a Fermi level nearE 5 0, and (3) the conductivity
risessmoothlywith increasing p-doping.

To study the spatial structure of electron states and the
qualitative nature of the local-to-extended transition, we “vi-
sualize” states by assigning different colors to every atom
according to the “charge” associated with the atom site for a
given eigenstate. In Color Plate 1, we choose six typical va-
lence states. The positions of these states are also cross-labeled
as (a)–(f) in Figure 1b. For the effect of visualization, only 75%

charge in each state is shown (those atom sites contributing less
charge density are omitted). Changes in color thresholds mod-
ify the detailed appearance, but the features we discuss are
robust to sensible changes in the visualization. Color Plate 1a
is a typical exponentially localized state in which the “charge”
is confined to a small cluster of atoms near a major structural
distortion (bond angles severely deviating from tetrahedral
bonding). The size of the cluster increases as the energy is
tuned from midgap toward valence band (it is not perfectly
monotonic). For energies deeper into the valence band (E , 0.1
eV), the eigenstate “proliferates” into a form consisting of
several small clusters. At the beginning of this phase, an energy
eigenstate is composed of two clusters weakly overlapping
each other in real space. This is seen in Color Plate 1b and c.

Figure 1. Electronic states in the band-gap region: (a)
Electronic density of states (DOS) computed by maximum
entropy technique. The total DOS is condensed in the en-
capsulated graph. Four hundred moments and 50 random
vectors were used (Ref. 9). The valence band tail is approx-
imately exponential with width of 190 meV as estimated
with a fitting function (dashed line). (b) Energies and lo-
calization (from inverse participation ratio [IPR]; see text)
of gap states from Lanczos calculation. Large IPR implies
more spatial localization. The letters illustrate the location
in energy of the eigenstates depicted in Color Plate 1. (c)
The estimated DC conductivity as a function of doping
(location of the Fermi level) computed with the Kubo for-
mula.
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This could be understood with perturbation theory: two nearly
energy-degenerate localized clusters weakly overlapping each
other will admix to form two new states. Deeper into the tails
there are many overlapping clusters (see e.g., Color Plate 1d
and e). Our qualitative picture of the local-to-extended transi-
tion in a-Si, based on our detailed calculations, is the following:
As severe distortions are rare, clusters stemming from such
distortions are probably isolated from each other and, if iso-
lated, are localized energy eigenstates. For less severe distor-
tion, the probability of occurrence increases, and the size of
associated clusters is also larger. Then the chance of finding
another cluster of similar energy in the neighborhood increases.
As the distortion becomes less severe, two, three, or more
clusters could mix together. At some point, clusters can always
find “overlapping energy partners” and they mix together to
enable electronic connectivity. This state of affairs can be
identified with the “mobility edge.” In some ways, our model
resembles results from classic percolation theory for conduc-
tivity.15 We discuss this model fully elsewhere.16

THERMAL EFFECTS ON THE
ELECTRONIC STATES

In this section we add thermal disorder to the structural disor-
der and investigate the resulting fluctuations in the electron
states, the structure of which is modulated by the lattice vibra-
tions.17 These fluctuations in structure of the eigenstates occur
only if there are localized energy states adjacent both within
energy (meaning within a few tenths of an electron volt), and
real space, and such that the thermal disorder at a given
temperature is sufficient to occasionally bring the energy eig-
envalues of the adjacent states very close together. These
conditions are often met in realistic models of a-Si for states
near the Fermi level at room temperature. Thus, the picture that
emerges is one in which the energy eigenvalues and sites where
those eigenstates are localized change rapidly and drastically in
a quasioscillatory (but not periodic) manner. Further, the sites
where a state is most localized may form wandering stringlike
structures or columns where no two favored sites are nearest
neighbors. However, in a variety of physically relevant tem-
perature and energy ranges states never form a static structure,
and often a spherical approximation for their geometry would
be inappropriate. This is very different from the prevailing
view. While we have limited the current study to a-Si, there is
every reason to believe that the qualitative picture we present
here is suited to any disordered insulator, such as glasses.18

Unfortunately it is very difficult to directly connect these
results to experiments because the time scales are very short;
yet the ideas contained here are important to constructing
proper theories of transport and optical effects.

This work complements an important body of existing the-
ory work. Phenomenological theories of defect dynamics and
kinetics (the defect pool model19) and transport6 have solved
outstanding problems in their respective areas in a-Si and
glasses. A value of the present work is to elucidate the foun-
dations of these approaches by describingexplicitly the nature
of the electron states and their short-time dynamics. It is hoped
that this will enhance and extend the value of these theories,
and perhaps enable “ab initio” input to the phenomenological
models.

In this section we employ the approximate local basisab

initio molecular dynamics scheme of Sankey and Niklewski.8

The method is tested for Si in many forms and is quite reliable.
As in previous sections, we start with relaxed versions of the
supercell structural models of Djordjevic et al.,2 which are
currently the most realistic models of a-Si extant since they are
the only ones to our knowledge that simultaneously reproduce
structural, electronic/optical,20 and vibrational properties of
a-Si. In this section we limit ourselves to 216- and 512-atom
models.

In Figure 2 we indicate the time dependence of the LDA
eigenvalues in the vicinity of the optical gap. The Fermi level
is near the middle of the gap and several states near the Fermi
level are appropriately described as band tail states. These are
much like the states that would be responsible for conduction
in doped a-Si:H. Figure 2a and b illustrates the effect for a
simulation at 300 and 150 K, respectively. As in earlier
work21,22 there is a roughly linear relation between RMS tem-
poral fluctuation and temperature. As expected, the higher

Figure 2. Approximate LDA energy eigenvalues plotted
against time (in femtoseconds) for 216-atom model2 300 K
thermal simulation. The Fermi level is in the middle of the
optical gap (near22.7 eV). Note the large thermal fluctu-
ations in the eigenvalues near the gap, and the occasional
close approach of neighboring energy eigenvalues. (a) Sim-
ulation at 300 K; (b) 150 K (see text).
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temperature simulation leads to larger excursions in the posi-
tions of the energy eigenvalues. Note for Figure 2a (300 K) that
the lowest unoccupied molecular orbital (LUMO) fluctuates in
time by about;0.3 eV, much larger than thermal energies
(;10 meV). States deeper into either the valence or conduction
bands show progressively less thermal modulation because
they are less localized (we have noted18 a very strong correla-
tion between the rms fluctuation in the energy eigenvalues due
to thermal disorder and the inverse participation ratio, a simple
measure of localization in theT 5 0 model). The localization
“amplifies” the electron–phonon coupling. Also, the conduc-
tion states fluctuate more than the valence states (suggesting
that the conduction tails are more sensitive to thermal disorder
than the valence tails, which originate primarily from structural
disorder), in pleasing agreement with total yield photoemission
experiments10 and earlier theory work.11,22

The key conclusions of this article can be inferred from
Color Plate 2, in which we illustrate “snapshots” of a particular
electronic eigenvector (the LUMO state) extracted from a 300
K simulation of a-Si.21 In Color Plate 2, different colors indi-
cate different levels of charge on a given atom (the ordering is
red, green, blue, gray, white; see the caption to Color Plate 2
for detail). There is a clear tendency for the LUMO state to
alternately “accumulate” on a strained part of the network,
sometimes becoming strongly localized (Color Plate 2a), but
also occasionally developing a substantially more extended
“stringlike” character (Color Plate 2b). These are not the only
two recognizable structures, but recur most frequently. The
time between “characters” is not predictable, although it is on
the order of tens of hundreds of femtoseconds.

In Figure 3, we reproduce the 300 K temporal fluctuations of
the LDA eigenvalues near the gap for a larger (512-atom)
model of a-Si also made by Djordjevic et al.,2 and also in
excellent uniform agreement with experiments. This larger
model illustrates some additional points. Although the LUMO
energy level fluctuates considerably, the structure of its conju-
gate eigenvector is much more “static” than the LUMO state of
Color Plate 2. Even though there is obviously a large electron–

phonon coupling (because of the large fluctuations in energy),
the state does not approach closely enough to the next conduc-
tion state in energy to exhibit strong mixing and therefore
markedly change its structure. This emphasizes the point that a
large electron–phonon coupling by itself is not sufficient to
cause major changes in the structure of the relevant eigenvec-
tor. In Color Plate 3, we illustrate the highest occupied molec-
ular orbital “HOMO” state and snapshots in analogy with Color
Plate 2. By inspection of the time development of this state
from Figure 3, there are two “close approaches” of this state to
the next valence tail state. Indeed, we find that the qualitative
behavior of this state is similar to that from Color Plate 2,
“snapshots” with color coding identical to Color Plate 2 are
presented as Color Plate 3a and b, illustrating compact cluster
and chainlike character, respectively. In the short simulation
for the 512-atom model (400 fs), we also saw a distinctive
structure involving three rather separated clusters. We con-
clude that the phenomenon is qualitatively similar for occupied
levels such as this or for unoccupied states (the LUMO of
Color Plate 2).

We have argued earlier16 that structural disorder in a-Si
gives rise to localized states with energies in the band tails.
This work16 showed that it is useful to view localized energy
eigenstates in a-Si as either pure or mixed “cluster states.”
Cluster states are localized eigenstates of an idealized system
that stem from some structural irregularity such that there is no
overlap with energetically degenerate clusters. Such cluster
states can be difficult to realize in isolation in real a-Si, since
structural defects can occur with similar local electron ener-
gies, which would cause the system energy eigenvectors to
consist of mixtures of the resonant defect clusters if the defects
are in adequate spatial proximity to allow overlap between
cluster states. We have explained this in Ref. 16. The “simple
physics” of this article is that the strong electron–phonon
coupling for localized band tail states is sufficient to cause
strongly time/temperature-dependent quantum mechanical
mixing of cluster states when the thermal disorder is “just
right” to make their energies nearly degenerate provided that
they have some overlap in real space. Strong mixing of course
implies less localization and thus better prospects, at least
while the more extended state survives, for conductivity and
optical transitions. This work shows that transport and optical
calculations based only onT 5 0 results can be quite mis-
leading.

The consequences of this work can be stated another way.
If ui& (uf&) are initial (final) electronic states with energyEi

(Ef), then for an electronic transition in a-Si, a Fermi golden
rule argument leads quickly to the conclusion5 that the
transition rate is proportional tou^i uT̂uf&u2d(Ef 2 Ei 2 \v),
where T̂ is a perturbation inducing the transition (to first
approximation a momentum operator) andv is the fre-
quency of an external probe. Both the energies in thed
function and the transition matrix elements are sensitive to
the instantaneous details of the structural disorder, and as
such transition probabilities are also strongly dependent on
the time and temperature. The consequences of this to trans-
port are under investigation; the discussion here is based on
first-order time-dependent perturbation theory, which for
the very strong electron–phonon coupling we discuss, could
be inadequate.

Figure 3. Approximate LDA energy eigenvalues plotted
against time (in femtoseconds) for 512-atom model2 for 300
K thermal simulation. The Fermi level is contained in the
gap (near23.0 eV).
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REAL-SPACE LOCALIZED
REPRESENTATION FOR ELECTRONS:
GENERALIZED WANNIER FUNCTIONS
FOR AMORPHOUS SILICON

In this section, we discuss a different approach for electronic
structure computations. This is the concept of using Wannier-
like states, which are unitary transformations of the eigenstates
of a given one-particle Hamiltonian. Although these states are
not eigenstates by themselves, they can be used equally well to
construct wave functions and therefore contain the same phys-
ics as the eigenstates. The freedom in the choice of the unitary
transformations, however, allows one to select Wannier-like
functions with special properties, e.g., functions that are to a
maximum extent localized.23 Of particular interest for elec-
tronic structure investigations are those localized Wannier-like
functions that are created from all occupied eigenstates. These
functions reflect the bonding properties of a given system and
therefore can be used to describe and understand local physical
and chemical properties of this system. In fact, the interest in
such Wannier states has enormously increased during the last
years as they form the basis for the so-called modern theory of
polarization.24

From a computational perspective, the most natural ap-
proach to anab initio (density functional) total energy or force
calculation is to solve the time-independent Schrodinger equa-
tion for the eigenvalues and eigenstates. Then, for a given
conformation, the challenging part of the total energy is given
by the sum of the occupied energy eigenvalues. The difficulty
with this approach emerges when one considers very large
systems, such as the 4 096-atom model.2 In particular, it is
intuitively clear, for example, that the force on a particular site
depends on the local environment of that site, not on an atom
1 mm away! The tool needed to reformulate the energy and
force calculations locally is the real-space localized Wannier
representation.

The explicit computation of Wannier-like states from eigen-
states is feasible, however, only for systems that are not too
large because the computation of a complete band of eigen-
states scales with the third power of the system size. The
locality of these functions, however, opens up a completely
new and different way of extracting electronic properties from
a one-particle Hamiltonian without computing eigenstates.
These are methods that scale only linearly with the system size
[so-calledO(N) methods]. In these methods, the locality of the
Wannier states or the related density matrix is exploited to
compute electronic quantities as traces, where the single terms
in these traces are local and can be computed to a good
approximation within confined regions of the whole system
(so-called localization regions). Several such schemes have
been proposed, including the Fermi operator expansion (or
projection), method25,26 the variational minimization ofO(N)
energy functionals based on linearly independent or dependent
Wannier-like states,27 and the minimization of functionals that
directly employ a density-matrix description.28 Of all these
methods, the projection method has the advantage of exhibiting
a linear scaling also with respect to the size of the localization
regions. This is important if large regions are required to
achieve a high accuracy in the computations.

In this projection method, the density operator in the given
system is represented as a polynomial (Chebyshev) approxi-

mation of the Fermi distribution function applied to the given
Hamiltonian operator. This polynomial expansion can be recast
in matrix form by using the so-called contracovariant or upper–
lower indexed Hamiltonian matrix26 H, which is the product of
the inverse overlap matrix of the basis states used and the
ordinary (lower indexed) Hamiltonian matrix:D 5 (S21)H.

At zero temperature, the resulting density operator can be
used to project out Wannier-like functions from a given set of
initial functions. In this case, however, the Chebyshev expan-
sion will only approximately describe the step distribution
function. The accuracy of this approximation depends on the
size of the band gap—the smaller the gap, the more polynomial
terms must be taken into account.

If one starts from as many (appropriately chosen) initial
states as there are electron pairs in the system, the resulting
projected functions are linearly independent and can be or-
thonormalized. These orthonormalized projected functions
then have all the properties of Wannier-like states. To maintain
the linear scaling of the method, we perform the orthonormal-
ization also within localization regions that are, however, dy-
namically defined to maximally reduce the remaining overlap
terms.29

Color Plate 4 shows one such orthonormalized projected
Wannier-like function in the tetrahedrally coordinated amor-
phous Si model containing 4 096 atoms. For these computa-
tions, we used the local-orbital LDA Hamiltonian of Sankey
and Niklewski.8 The atomic orbitals in this Hamiltonian are
strictly set to zero outside a certain cutoff range (5.0 bohr radii
for Si). Because of the complete fourfold coordination of the
system, we could start with bonding orbitals as initial func-
tions, which are bonding combinations of hybrid orbitals point-
ing in bond directions. Furthermore, we used fixed localization
regions during the projection that contained all atoms within
seven bond steps from the originating bond. These regions
were then dynamically adjusted during the orthonormalization.
(For the particular Wannier function shown, the final localiza-
tion region contained 476 atoms.)

Color Plate 4 depicts the charge density of the resulting
Wannier state within a plane defined by the two atoms that
form the initial bond, and a third neighboring atom. The three
atoms are indicated by small white crosses. The colors describe
a logarithmic charge density plot with densities reaching from
its maximum value as shown in red through green and blue
(blue for zero density outside the local regions). In addition,
Color Plate 4 contains contour lines of equal charge density
where the density logarithm crosses an integer value. The thick
black lines, which are composed of many contour lines, rep-
resent node lines at which the Wannier function changes sign.

We selected the Wannier state at a bond at atom 32 of the
Djordjevic et al. cell,2 which was described earlier in this
article. This atom has an extremely distorted environment as
can be seen in Color Plate 4 from the position of the third
atoms, which form a very small and a very large angle with the
originating bond. These local distortions result in a sizable
asymmetry of the Wannier state already in the immediate
vicinity of the central bond. Nevertheless, the function is
clearly localized and bonding at the originating bond, and is
antibonding to the neighboring atom to fulfill the orthonormal-
ity constraint. When going out further in space, the function
becomes highly irregular because of the disordered nature of
the system. It oscillates several times until it reaches the
boundary of the localization region. These boundaries are sharp
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in the logarithmic plot because of the cutoff in the atomic
orbitals. However, a very interesting feature visible in Color
Plate 4 is that the resulting Wannier functions are far from
being spherical. This is a result we had already found earlier
using a simpler Hamiltonian.26 The functions prefer to spread
out in certain bond directions while they more quickly decay in
other parts of their environment. The spatial decay of the state
in Color Plate 4 is indicated in Figure 4.

An exponential decay is expected whenever the eigenstates
that create the Wannier states (the occupied eigenstates in our
case) are separated from the remaining (unoccupied) states by
a gap. However, there is not yet a completely general proof for
this statement. Therefore, explicit computations of Wannier
functions together with their tails also open a way to a better
understanding of the fundamental properties of these functions.

CONCLUSION

In this article we have shown the structure of typical current
electronic structure calculations for a-Si. We have illustrated
the character of the electron states at zero temperature near the
Fermi level. The idea here is similar to the celebrated Anderson
problem,1 but with more “realistic” off-diagonal disorder orig-
inating from the topological disorder of a realistic and large
model of a-Si. Then, we showed that the band tail states are
very sensitive to additional disorder from lattice vibrations.
This is very important for optical and transport calculations,
and the defect pool model. On an important theoretical and
computational note, we computed generalized Wannier func-
tions for a-Si. Their existence is essential to enable really
large-scale (several thousand atom) calculations by electronic
structure methods.
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Color Plate 1. Spatial character of the local-to-extended transition. For a given state of energyE with position as indicated
in Fig. 1b, and IPR is the inverse participation ratio; see text), electron charge density is depicted according to color. Each
atom shown is colored according the fraction of the total charge at the site: red (.1/16), orange (.1/64), yellow (.1/256),
blue (.1/1 024), white (,1/1 024), such that at least 75% of the total charge is shown. The electronic states evolve from the
tightly localized (midgap) states (a) to weakly coupled “droplet” states (b) and (c), to fragmented multicluster states (d) and
(e), and finally to extended valence states (f).
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Color Plate 2. A representation of the LUMO energy eigen-
state and the time dependence of its structure, as modulated
by thermal disorder for 216 model2 from 300 K simulation.
Color coding reflects different amounts of electron charge
on a site: red (q . 0.1), green (0.05, q , 0.1), blue
(0.05 , q , 0.01), gray (0.01, q , 0.005), white (q ,
0.005).q is the total charge on the site. The charge summed
over all sites is unity in all cases. (a) and (b) are “snapshots”
from the 2.5-ps simulation. (a) Very localized compact
cluster; (b) “stringlike” state, much less localized than in
(a). These are only snapshots and depict only the two most
commonly recurring structures of the LUMO state.

Color Plate 3. A representation of the HOMO energy ei-
genstate and the time dependence of its structure, as mod-
ulated by thermal disorder for 512 model2 from 300 K
simulation. Same color mapping as Color Plate 2.
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Color Plate 4. Orthonormalized generalized Wannier func-
tion for a particularly strained bond in a 4 096-atom model
of a-Si,2 computed with the Sankey8 Hamiltonian. Here, red
depicts maximum charge, green is intermediate, and solid
blue is essentially zero charge. White spots are the three
atoms that define the plane of the “slice.”
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