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Review: The linear span

Definition

Let {v1,V2,...,V,} be a set of vectors of the same order. The
linear span of these vectors is the set

span(vi, vy, ..., V,) of all linear combinations of the vectors
V1,V2,...,Vp.

Remark on terminology: Some textbooks use the terminology
“{V1,V2,...,Vp} is a spanning set for a set of vectors V."

This means the same thing as “span(vi,va,...,V,) = V."

Some textbooks also write S(Vi, Vo, ...,V,) instead of
span(\71, \727 ... ,Vn).
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Review: How to recognize linear (in)dependence?

Let {v1,V2,...,Vh} be a set of column vectors of the same
dimension.
We are looking for coefficients ¢1, ¢, .. ., ¢, such that

c1V1 + Vo + - + ¢V, = 0.

This boils down to solving a system of linear equations

—

Ac=0,

where the columns of A are Vi, Vs, ..., Vp,

and€=[a o ... c]’.

If the system is underdetermined the vectors v, Vo, ..., V, are

linearly dependent; otherwise they are linearly independent.
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An example

Are the following vectors linearly independent?
1 1

vi= |2 Vo = |4 vz = |0
3 1

To find all ¢1, ¢, c3 with 1V, + oo + c3v3 = 0,

we need to solve the following system of linear equations:
cg—2c0+c=0

2C1—4C2:0
3ci — 64+ c3=0
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We perform Gaussian elimination on the augmented matrix

L=2 1 00 g ptract 2(row 1) from row 2 1 -2 10
2 400 — 0 0 -2 0
3 6 10 3 6 1 O
L=2 1 01 guptract 3(row 1) from row 3 1 -2 10
0 0 -2 0 — 0 0 -2 0
3 -6 1 0] 0 0 -2 0
[1 -2 1 0] 1 -2 1 0

0 0 -2 0 subtract row_2>from row 3 00 -2 0

0 0 -2 0] 0 0 0 O

1 -2 1 I 1 -2 10

0 0 -2 0 divide r%2 by -2 0 0 10

0 0 0 0 0 0 0 O
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Finding all solutions

The row-reduced matrix
-2

1 10
0 0 10
0 0 0O

is the augmented matrix of the equivalent system

c1—200+c =0
C3:0
0=0

Every vector [2cp, ¢2,0] 7 is a solution.

The vectors vy, Vo, V3 are linearly dependent.
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What can happen in principle?

Let v1, Vo, V3 be 3 x 1 be (nonzero) column vectors. To find all
€ = [c1, e, c3]T with 1y + eV + 3V = 0, we perform Gaussian
elimination. The row-reduced matrix may then look like:

1?77?20

0 0 0O Underdetermined. vy, V>, V3 are linearly dependent.
0 0 0 0Of

[1 7 7 0]

01 7?0 Underdetermined. vy, V>, V3 are linearly dependent.
0 0 0 Of

[1 72 72 0]

0 010 Underdetermined. vy, V>, V3 are linearly dependent.
0 0 0 0f

[1 72 7 0]

01 7?0 € must be 0. ¥y, Vo, V3 are linearly independent.
00 0
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Row rank and column rank of a matrix

Definition

The row rank of a matrix is the maximum size of a linearly
independent subset of its row vectors.

The column rank of a matrix is the maximum size of a linearly
independent subset of its column vectors.

Example: Both the row rank and the column rank of a zero
matrix O are 0.
Example: Let A be an m x n matrix.

The row vectors of A form a linearly independent set if, and only
if, the row rank of A is m.

The column vectors of A form a linearly independent set if, and
only if, the column rank of A is n.
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More examples: Our row-reduced matrices

Consider the row-reduced matrices that we could obtain when
testing linear independence of a set {v1, v2,V3} of 3 x 1 (nonzero)
column vectors.

1 72 7?20
00 0O Row rank = column rank = 1.
0 0 0 Of
[1 7?2 7 0]
01 7?2 0 Row rank = column rank = 2.
0 0 0 Of
[1 ? 7?2 O]
0 010 Row rank = column rank = 2.
0 0 0 Of
[1 72 7 0]

1 7 0 Row rank = column rank = 3.
0 0 1 0f
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Gaussian elimination preserves row rank and column rank

Homework 48: Verify the claim about row rank and column rank
made on the previous slide for the third matrix by considering
possible coefficients that will give 0 as a linear combination of
some row or column vectors.

If B is obtained from A by an elementary row operation, then the
row rank of B is equal to the row rank of A and the column rank
of B is equal to the column rank of A.

The process of Gaussian elimination preserves both row rank and
column rank.
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The rank of a matrix

The examples on slide 9 illustrate the following result:

Both the row rank and the column rank of a row-reduced matrix
are equal to its number of nonzero rows.

The row rank and the column rank of every matrix A are equal.

We call this common number the rank of A. It is denoted by r(A).

An n x n square matrix A is said to have full rank if r(A) = n, that
is, if its column vectors (equivalently: its row vectors) form an
independent set.
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Examples of full rank submatrices

Submatrices of full rank for the following row-reduced matrices are
shown in red. Depending on the values of the unspecified entries
there may be more such submatrices.
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A characterization of the rank of a matrix

The rank r(A) of a matrix is the largest n such that A contains a
submatrix B of order n x n and full rank.

a11 d12 913 di4
Homework 49: Let A = |ax1 ax»n ax3 ax

d31 d32 433 ds4
Suppose Gaussian elimination is performed by switching rows 1
and 3 in the first step and only using the other two elementary row
operations in later steps. If the resulting row-reduced form is

010 3
C=(0 001
0 00O

find a submatrix B of A of full rank.
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Some practice problems

Homework 50: For each of the following matrices, find its rank.

Which of these matrices have full rank?

1 2
(a)A__—zel
3 2 1
(b) B=|4 5 6
111
(3 2 1 0
1 5 0 6
@ C€=171 11
5 6 2 5
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An geometric interpretation of the rank

Suppose A is an m x n matrix. Then the linear span of the row
vectors of A is a subspace of geometric dimension r(A) of R" and
the linear span of the column vectors of A is a subspace of
geometric dimension r(A) of R™.

1 2 -3
Example: Let A= |4 5 -9
00 O

Then span([1,4,0]7,[2,5,0]",[~3,—9,0]7) is the x-y-plane,
and span([1,2,—3],[4,5,—9],[0,0,0]) is the plane of all vectors
[x,y,z] such hat x +y +z = 0.

Homework 51: Verify the last two assertions.
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Review: Consistency of systems of linear equations

Let AX = b be the matrix form of a system of linear equations.

aiixy + apxa + -+ ainxp = by

as1X] + axnxa + -+ + axpxp, = by

amiX1 + ameXx2 + -+ + amnXn = bm

The following statements are equivalent, that is, express the same
property in different ways:

o The system AX = b is consistent.

—

o b= xja; + x0a> + -+ + x,a, is a linear combination of the
column vectors ai,as,...,a, of A.

@ bisin span(ay,az,...,an).
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Consistency and the rank

Let AX = b be the matrix form of a system of linear equations, and
let [A, b] be its augmented matrix.

The system AX = b is consistent if, and only if, r(A) = r([A,b]).

Idea of the proof: Consistency requires that b is in the linear
span of the column vectors of A. Thus adding the last column b to
the coefficient matrix A cannot add a new dimension to the linear
span and cannot increase the rank of the matrix.

When r(A) = m is equal to the number of rows of A, then every
system of the form AX = b is consistent.

Proof: Since [A,b] has also m rows, r([A, b]) < m, and r(A) = m
implies that r(A) = r([A,b]).
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An application to chemical reaction systems

Suppose S is the stoichiometric matrix of a chemical reaction
system. We have seen that if we write the reaction vectors
Vi,...,Vp as columns of S, then the vector w of net changes is
given as Sk, where k = [ki,...,kn]" is the vector of net rates at
which the forward reactions occur.

Thus W = kyviy + -+ - + kWi

is a linear combination of the reaction vectors and must be in the
linear span span(vi, ..., V).

This linear span of the set of reaction vectors is called the
stoichiometric subspace.

Homework 52: Suppose you have a stoichiometric matrix of
order m X n that represents n reactions between m chemical species
in a closed reaction system (without net inflow, net outflow, or
contributions from or to other reactions). Prove that r(S) < m.
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Revisiting our chemical reaction system

Recall our chemical reaction system
A+2B<2-2C  A+2C«-2D
A+B+-D  B+D<&-2C

If we write reaction vectors as columns, then he stoichiometric
matrix can be written as

-1 -1 -1 O
-2 0 -1 -1
2 -2 0 2
0o 2 1 -1
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Homework 53

Homework 53: (a) Find the rank of the stoichiometric matrix on
the previous slide.

(b) For each of the following vectors, determine whether it could
possibly be the vector of net concentration changes for the
reaction system on the previous slide.

-3 -2
. ) . 2
Wi=1_, W2=1
4 3

(c) If the vector of net changes of point (b) that is feasible has
been observed, can we conclude that at least 2 of the reactions did
occur? Can we conclude that at least 3 of the reactions did occur?
Or even that all 4 reactions did occur?
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